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An experimental study was conducted to investigate the performance of film cooling injection from a row
of circular holes spaced laterally across a flat test plate. While a high-resolution Particle Image Velocime-
try (PIV) system was used to conduct detailed flow field measurements to quantify the dynamic mixing
process between the coolant jet stream and the mainstream flows, Pressure Sensitive Paint (PSP) tech-
nique was used to map the corresponding adiabatic film cooling effectiveness on the surface of interest
based on a mass-flux analog to traditional temperature-based cooling effectiveness measurements. The
cooling effectiveness data of the present study were compared quantitatively against those derived
directly from the temperature-based measurements under the same or comparable test conditions in
order to validate the reliability of the PSP technique. The effects of the coolant-to-mainstream density
ratio (DR) on the film cooling effectiveness were investigated by performing experiments at fixed blowing
ratios by using either Nitrogen (DR = 0.97) or CO2 (DR = 1.53) as the coolant streams for the PSP measure-
ments. An accompanying analysis of scaling quantities, such as the coolant-to-mainstream momentum
flux ratio, I, and bulk coolant-to-mainstream velocity ratio, VR, in addition to the most-commonly used
blowing ratio (i.e., the coolant-to-mainstream mass flux ratio), M, was also conducted to illuminate the
extent to which the flow scenario can be described using purely kinematic or dynamic means. It was
found that the scaling quantities that give more weight to density ratio (i.e., blowing ratio, M, and then
momentum ratio, I) have more success to collapse measurement data from varying density ratio of the
coolant flows for the cases with relatively low coolant flow rates, while the coolant-to-mainstream bulk
velocity ratio, VR, may be used with some success to scale the film cooling effectiveness for the cases with
higher coolant flow rates.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

There is a great incentive to maximize the efficient operation of
gas turbine engines for both economic and environmental reasons.
As global transportation demands lean increasingly upon the use of
such engines, large savings can be attained by even a marginal
improvement in any of the systems that they rely on to function.
Thermodynamic analysis reveals that thermal efficiency and power
output of a gas turbine engine can be increased greatly with a
higher turbine inlet temperature. Therefore, means to protect tur-
bine components from high temperatures are necessary, typically
through the implementation of film cooling techniques. While
optimization of the film cooling of turbine blades possesses the
potential for significant savings, a better understanding of the
effects of a variety of controlling parameters on the coolant film
behavior is necessary for such optimization.

Heat transfer experiments are traditionally used to assess the
effectiveness of film cooling designs of turbine blades. Thermocou-
ples were usually used to measure both fluid and surface temper-
atures in the earlier heat transfer experiments. However, since
thermocouples can provide temperature measurements only at
limited discrete points, it is very difficult to achieve temperature
measurements (thereby, film cooling effectiveness) on the surface
of interest with relatively high spatial and/or temporal resolutions.
More recently, advanced optical-based thermometry techniques
such as liquid crystal thermometry [1], infrared thermometry [2];
laser induced fluorescence [3] and temperature sensitive paint
[4], which can achieve temperature distribution measurements
on the surface of interest with much higher spatial and temporal
resolutions in comparison with the thermocouple-based measure-
ments, have been used in both transient and steady heat transfer
experiments for turbine blade cooling studies. It should be noted
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that, although useful information has been revealed from the heat
transfer experiments with thermal-based measurements to exam-
ine the effectiveness of the film cooling designs of turbine blades,
there always exists concerns and implications about the measure-
ment uncertainties of the adiabatic temperature distributions on
the surface of interest due to the effects of heat conduction through
the test models in those heat transfer experiments.

Instead of conducting heat transfer experiments to measure the
temperature distributions on the surface of interest, it is becoming
increasingly popular to measure the film cooling effectiveness by
conducting ‘‘cold’’ experiments with the Pressure Sensitive Paint
(PSP) technique. Through a mass transfer analogy, the adiabatic
film cooling effectiveness can be determined by measuring the dis-
tribution of oxygen concentration over the surface of interest by
using the PSP technique with airflow as the mainstream flow and
an oxygen-free foreign gas (e.g., nitrogen or CO2 is used in the pres-
ent study) as the coolant stream at an isothermal condition [4–12].
For example, Zhang and Jaiswal [5] used the PSP technique to mea-
sure the surface film cooling effectiveness on the surface of a tur-
bine vane endwall. Ahn et al. [6] used the PSP technique to map
the adiabatic film cooling effectiveness distributions near a gas tur-
bine blade tip. The effects of the presence of a squealer, the loca-
tions of the film-cooling holes, and the tip-gap clearance on the
film-cooling effectiveness were assessed in detail based on the
quantitative PSP measurement results. Based on the PSP measure-
ment results with a nitrogen stream as the coolant gas and airflow
as the mainstream flow, Yang and Hu [7,8] investigated the effects
of the blowing ratio and the existence of lands on the film cooling
effectiveness of a turbine blade trailing-edge model. Similar
approaches were also used by Rallabandi et al. [9] and Wright
et al. [10,11] to study the film cooling effectiveness of the coolant
streams injected from circular and shaped holes on flat plates.
Dhungel et al. [12] used the PSP technique to assess the use of sec-
ondary cooling holes to counteract coolant jet vortex development,
and found that the existence of the secondary cooling holes can
greatly reduce the likelihood of the coolant jet to lift away from
the protected surface. For the PSP measurements, since experimen-
tal studies were usually conducted at isothermal conditions, the
measurement results are free from the heat conduction-related
measurement errors that are frequently encountered in conven-
tional heat transfer-based experiments for determining the adia-
batic film cooling effectiveness.

So far, the blowing rate, which refers to the ratio of mass fluxes
of the coolant jet stream to the mainstream flow and is expressed
as M = (qU)c/(qU)1, is generally used to characterize the behavior
of coolant jet flows and the resultant film cooling effectiveness
over the surface of interest, where q indicates the fluid mass den-
sity, U indicates the bulk flow velocity, and the subscripts ‘‘c’’ and
‘‘1’’ indicate the coolant jet and mainstream flows, respectively. By
rewriting M = DR � VR, where DR is the density ratio of the coolant
stream to the mainstream flows, and VR is the bulk velocity ratio of
the coolant to mainstream flows, it is noted that, for a fixed blow-
ing ratio M and mainstream flow conditions, an increase in density
ratio, DR, requires a compensatory decrease in velocity ratio,
VR = Uc/U1. Similarly, the coolant-to-mainstream momentum flux
ratio, I = M2/DR, has also been used to characterize the behaviors
of coolant jets in cross flows [10,13–15]. While extensive numeri-
cal and experimental studies have been conducted in recent years
to investigate the characteristics of turbulent jets in cross flows
pertinent to film cooling, very few studies can be found in litera-
ture that examine what are the proper scaling quantities/parame-
ters to characterize the dynamic interaction and mixing between
coolant jets and mainstream flows and the resultant cooling effec-
tiveness over the surface of interest. With this need in mind, an
explorative study was conducted in the present study to assess
the applicability of the scaling quantities, which includes the
most-commonly-used blowing ratio (i.e., coolant-to-mainstream
mass flux ratio), M, the coolant-to-mainstream momentum flux
ratio, I, and bulk velocity ratio, VR, in characterizing the behavior
of the coolant jet flows and the resultant film cooling effectiveness
over the surface of interest in order to shed some light on the
underlying physics to discern the extent to which the dynamic
interaction and mixing of the coolant jet and mainstream flows
occur primarily due to the kinematics of the fluid flows or due to
dynamic process that depend on the density disparity between
the coolant stream and mainstream flows.

In the present study, an experimental investigation was con-
ducted to assess the performance of film cooling injection from a
row of circular holes spaced laterally across a flat test plate. In
addition to using a high-resolution Particle Image Velocity (PIV)
system to achieve detailed flow field measurements to quantify
the dynamic interaction and mixing processes between the coolant
jet stream and the mainstream flows, the Pressure Sensitive Paint
(PSP) technique was used to map the corresponding adiabatic cool-
ing effectiveness distributions on the surface of interest based on a
mass transfer analog to traditional thermal-based film cooling
effectiveness measurements. The cooling effectiveness data of the
present study were compared quantitatively against those derived
directly from the temperature-based measurements under the
same or comparable test conditions in order to validate the reli-
ability of the PSP technique as an effective experimental tool for
turbine blade film cooling studies. To the best knowledge of the
authors, this is the first effort of its nature. The effects of the den-
sity ratio between the coolant jet stream and mainstream flows,
DR, on the behavior of the coolant jet flows as well as the resultant
film cooling effectiveness distributions over the surface of interest
were assessed by performing ‘‘cold’’ experiments at isothermal
conditions with fixed blowing ratios (i.e., coolant-to-mainstream
mass flux ratios) by using N2 (DR = 0.97), air (DR = 1.00), and CO2

(DR = 1.53) for the coolant streams. An accompanying analysis of
the scaling quantities, such as the blowing ratio M, momentum flux
ratio, I, and bulk coolant-to-mainstream velocity ratio, VR, was also
performed. The detailed PIV flow field measurements were corre-
lated with the adiabatic cooling effectiveness maps to elucidate
underlying physics in order to explore/optimize design paradigms
for improved cooling effectiveness to protect the critical portions
of turbine blades from harsh environments.
2. The test model and experimental setup

2.1. The test model

The experimental study was conducted in a small open-circuit
wind tunnel located at the Department of Aerospace Engineering
of Iowa State University. The tunnel has a test section of
8.0 in. � 5.0 in. (i.e., 200 mm � 125 mm) in cross section. The walls
of the test section are optically transparent. The tunnel has a con-
traction section upstream of the test section with honeycombs and
screen structures installed ahead of the contraction section to pro-
vide uniform low-turbulence oncoming flow into the test section.
The turbulence intensity at the inlet of the test section was found
to be about 1.5%, as measured by using a hotwire anemometer.

Fig. 1 shows the schematic of the flat test plate used in the pres-
ent study. The test model is made of a hard plastic material by
using a rapid prototyping machine (i.e., 3D printer) that builds
the model layer-by-layer with a resolution of about 25 lm. The
upper surface of the test model was processed with fine sandpaper
(i.e., up to 2000 grit) and specialty plastic polishes to achieve a very
smooth, glossy finish. During the experiments, the test model was
flush-mounted to the bottom wall of the wind tunnel test section,
and a relatively large plenum (a cubic box of 152 mm in length,



Fig. 1. The schematic of the test plate used in the present study. (a) Upper surface;
circular holes with injection angle of 30�. (b) Lower surface: inlets are fluted to
allow smooth entry of coolant stream into the injection holes.
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width and height) was designed to settle the coolant flows (i.e., N2,
air and CO2 for the present study). The plenum box was mounted
underneath the test model via eight screws and sealed using a thin
latex rubber gasket. The details of the plenum geometry and inte-
rior flow path within the plenum for the coolant stream can be
found in Yang & Hu [7,8].

As shown in Fig. 1, the coolant stream was injected through a
row of circular cylindrical holes of diameter D = 5.0 mm at an injec-
tion angle a = 30� relative to the upper surface of the flat test plate.
The inlets of the coolant injection holes are fluted to allow smooth
entry from the plenum and have a total axial length L = 6D, as mea-
sured from the outer entrance plane of the fluted inlets to the
breakout plane at the upper surface of the test model. The axial
centerlines of the coolant injection holes intersect the upper sur-
face of the test model at a distance L = 115 mm from the leading
edge of the test model. Thus, the boundary layer develops for a
length of 22D before the mainstream flow encounters the coolant
holes. In the present study, the main flow velocity at the inlet of
the test section was fixed at U1 = 30 m/s, the corresponding Rey-
nolds number is Re = 2.2 � 105, based on the distance between
the leading edge of the test plate and the coolant injection hole.

2.2. Flow field measurements using the PIV technique

In the present study, a high-resolution digital Particle Image
Velocimetry (PIV) system was used to conduct detailed flow field
measurements to quantify the dynamic interaction and mixing
processes between the coolant and mainstream flows over of the
test plate. Fig. 2 shows the schematic of the experimental setup
used for the PIV measurements. During the experiments, the cool-
ant jet stream and the mainstream airflow flows were seeded with
�1 lm oil droplets by using droplet generators. Illumination was
provided by a double-pulsed Nd:YAG laser (NewWave Gemini
200) emitting two pulses of 200 mJ at the frequency-doubled
wavelength of 532 nm with a repetition rate of 10 Hz. The laser
beam was shaped to a sheet of sub-millimeter thickness by a series
of mirrors, spherical, and cylindrical lenses. The laser sheet was
aligned along the main stream flow direction bisecting the coolant
hole in the middle of the test plate. A 14-bit high-resolution digital
camera with a 2048 � 2048 pixel frame-straddling CCD camera
(PCO2000) was used for the PIV acquisition with the axis of the
camera perpendicular to the laser sheet. The CCD camera and the
double-pulsed Nd:YAG lasers were connected to a workstation
(host computer) via a Digital Delay Generator (Berkeley Nucleon-
ics, Model 565), which controlled the timing of the laser illumina-
tion and the image acquisition.
After PIV image acquisition, instantaneous PIV velocity vectors
were obtained by using a frame-to-frame cross-correlation tech-
nique involving successive frames of patterns of particle images
in an interrogation window of 32 � 32 pixels, followed by two
recursive passes of 16 � 16 pixels. An effective overlap of 50% of
the interrogation windows was employed in PIV image processing.
After the instantaneous velocity vectors ðui; v iÞ are determined,
the vorticity (xz) can be derived. The distributions of the ensem-
ble-averaged flow quantities such as the mean velocity, normal-
ized Reynolds stress ðs ¼ �u0v 0=U2

1Þ and turbulence kinetic
energy ðT:K:E: ¼ 0:5 � ðu02 þ v 02Þ=U2

1Þwere obtained from a cinema
sequence of about 1000 or more frames of the instantaneous PIV
measurements. The measurement uncertainty level for the velocity
vectors is estimated to be within 2.0%, while the uncertainties for
the measurements of ensemble-averaged flow quantities such as
Reynolds stress and turbulent kinetic energy distributions are
about 5.0%.

2.3. Film cooling effectiveness measurements by using the PSP
technique

Adiabatic cooling effectiveness gaw from a film cooling element
is traditionally defined based on temperature measurements, and
is expressed as:

gaw ¼
T1 � Taw

T1 � Tc
; ð1Þ

where T1 is the temperature of the main stream; Taw is the adia-
batic temperature of the surface of interest, and Tc is the tempera-
ture of the coolant stream. As described above, the primary
challenge associated with the temperature-based method is in mea-
suring the true adiabatic wall temperature despite the physical real-
ity of heat conduction within the test model.

In the present study, rather than conducting temperature mea-
surements on the surface of interest, the film cooling effectiveness
was measured by using the PSP technique through use of a mass
transfer analog [4–11]. Since PSP measurements are conducted
by performing ‘‘cold’’ experiments at isothermal conditions, they
eliminate the concerns and implications due to effects of heat con-
duction through the test models on the adiabatic wall temperature
measurements over the surface of interest.

For PSP measurements, the surface of interest is coated with an
oxygen-sensitive paint layer. Since the photoluminescence emis-
sion of PSP molecules is sensitive to O2 — in that the presence of
O2 serves to reduce, or ‘‘quench’’, photoluminescence emission
intensity of the excited PSP molecules — it can be used to measure
the relative concentration of O2 against the surface of interest. By
preventing the oxygen molecules from the mainstream flow (i.e.,
airflow) from reaching the surface of interest via injection of
O2-free foreign gas through the coolant holes, the film cooling
effectiveness distribution is determined in terms of the oxygen
concentration distribution over the protected surface. Based on
the mass transfer analogy and using the concentrations of oxygen
rather than the temperature in Eq. (1), the adiabatic film cooling
effectiveness can be expressed as:

gaw ¼
ðCO2 Þmain � ðCO2 Þmix

ðCO2 Þmain � ðCO2 Þcoolant

¼ ðPO2 Þair � ðPO2 Þmix

ðPO2 Þair

; ð2Þ

where ðCO2 Þcoolant is zero for choice of an O2-free coolant gas; thus,
the above expressions can be expressed equivalently as some ratio
subtracted from unity. Now, a potential pitfall arises in that the
ratios ðCO2 Þmix=ðCO2 Þmain and P(O2)mix/P(O2)air are not necessarily
identical due to the differing molecular masses of the coolant gas
and the mainstream flows. As described in Jones [16] and Charbon-
nier et al. [17], for the choice of a coolant gas whose molecular mass



Fig. 2. Schematic of the experimental setup used for PIV measurements.
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differs significantly from that of the mainstream, the cooling effec-
tiveness as determined via measurement of the partial pressure of
oxygen should be appropriately expressed as:

g ¼ 1� 1
ðPO2

Þ
air

ðPO2
Þ

mix

� �
wall
� 1

� �
Mcoolant

Mair
þ 1

; ð3Þ

where Mcoolant and Mair are the molecular masses of the coolant gas
and the mainstream air, respectively. Thus, if the coolant gas has sim-
ilar density to air, such as Nitrogen (DR = 0.97), Eq. (2) will provide a
reasonable approximation for the film cooling effectiveness. How-
ever, in a typical gas turbine engine the density ratio is significantly
greater than unity. For this reason, the use of a foreign gas that has a
greater density than air is sensible for the experimental study of film
cooling effectiveness. In the present study, most of the experiments
were performed by using CO2 as the coolant gas (i.e., DR = 1.53), with
some cases using nitrogen (i.e., DR = 0.97) to investigate the effects of
density ratio on the film cooling effectiveness.

As described above, since the photoluminescence intensity of
the excited PSP molecules is a function of the concentration of oxy-
gen molecules (i.e., partial pressure of oxygen), the quantitative
information about the distributions of the oxygen concentration
over the surface of interest can be obtained from an intensity ratio
along with a PSP calibration curve. The oxygen concentration infor-
mation can be directly converted into static pressure distributions
for the case with air flow as the coolant stream. Intensity ratios for
air and air-coolant mixture can be expressed as Eq. (4)
respectively:

Iref � Ib

I � Ib
¼ f

P
Pref

� �
; ð4Þ

where the reference intensity Iref (with illumination, no flow, sur-
rounding pressure uniform at 1.0 atm) is required in order to deter-
mine the intensity ratio, and background image intensity, Ib (no
illumination and no flow) is used to remove the effects of camera
noise, ambient illumination, and dark current. With a PSP calibra-
tion curve, the partial pressure of oxygen (i.e., oxygen concentra-
tion) on the surface of interest with both air and a foreign gas
(i.e., CO2 or N2 for the present study) as the coolant stream can be
calculated.
The above relation is inverted to give the necessary pressure
fields to calculate cooling effectiveness g using Eq. (3) through
the following relations:

ðPO2 Þair

ðPO2 Þref

¼ f�1 Iref � Ib

Iair � Ib

� �
; ð5Þ

and

ðPO2 Þmix

ðPO2 Þref

¼ f�1 Iref � Ib

Imix � Ib

� �
: ð6Þ

Fig. 3 depicts the schematic of the experimental setup used in
the present study to determine the PSP calibration curve. A test
plate, which was painted with PSP molecules, was mounted in an
enclosed test cell. The paint that was chosen for this experimental
campaign is ISSI UniFIB due to its low temperature sensitivity
(�0.5%/�C). The paint has peak emission intensity at 650 nm upon
illumination with 390 nm UV light. A high-resolution CCD camera
(i.e., 14-bit and 2048 pixels � 2048 pixels) fitted with a long-pass
filter with a 610 nm cutoff wavelength was used for the PSP image
acquisition. A constant temperature thermal bath system was used
to control the temperature of the test plate mounted inside the test
cell, which was monitored by using a K-type thermocouple with a
measurement resolution of 0.1 �C. During the calibration experi-
ment, a vacuum pump was employed to depressurize the test cell,
and the pressure within the test cell was measured with a digital
pressure transducer (i.e., DSA 3217 Module, Scanivalve Corp). A
reference pressure of 1.0 atm (absolute) was used in the present
study, which corresponds in the wind tunnel experiments to a
condition of g = 0. Since it is feasible that some effectiveness exper-
iments might indicate a possible maximum of g = 1.0, correspond-
ing to a true zero absolute O2 pressure, it was deemed necessary to
calibrate for this condition rather than rely upon calibration curve
extrapolation. For this data point the cell was flushed with pure
CO2 until the PSP emission reached a steady value.

In the present study, the calibration procedure was performed
for a range of temperatures from 23.0 �C to 32.6 �C. For each tem-
perature condition, all calibration points including the reference
pressure were performed within the thermocouple resolution of
a constant temperature. For example, all calibration data taken at
28.0 �C were likewise normalized by reference conditions of



Fig. 3. Experimental setup for PSP calibration procedure.
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28.0 �C as well, and so on for the other temperature conditions.
Fig. 4 shows the normalized PSP calibration curves at different
temperature levels. It is interesting to note that, while it is well
known that the absolute value of the emission intensity of the
excited PSP molecules are temperature dependent, the PSP calibra-
tion curves obtained at different temperature levels could be col-
lapsed into a single curve by using an appropriate normalization
method. A similar feature of the PSP calibration curves was also
found by Liu et al. [18].

For the PSP image processing, in order to reduce the effects of
camera noise on the measurement results, spatial averaging was
performed in the present study on square interrogation windows
of 9 � 9 pixels with 50% overlap to ensure complete sampling of
the measurement data. The acquired PSP images typically have a
magnification of about 0.093 mm/pixel, which results in a spatial
resolution of 0.37 mm or 0.074D for the PSP measurement results.
The measurement uncertainty for the film cooling effectiveness
results given in the present study was estimated to be about ±0.04.
3. Measurement results and discussions

3.1. Flow characteristics of the oncoming boundary layer flow over the
test plate

In the present study, the characteristics of the oncoming bound-
ary layer of the mainstream flow over the test plate under different
test conditions were measured by using the high-resolution PIV
system. Fig. 5 shows some typical PIV measurement results in
terms of the time-averaged flow field distribution over the test
plate near the coolant injection hole in the middle of the test plate
along with the transverse velocity profiles at several upstream
locations relative to the coolant injection hole. From the measure-
ment results given in Fig. 5, it can be seen clearly that, for the test
case without coolant injection (i.e., M = 0 case), the velocity profile
in the boundary layer of the oncoming mainstream flow was found
to follow a 1/7th power law well at the leading edge of the coolant
injection hole (i.e., at upstream location of x/D = �1.0). The thick-
ness of the boundary layer, d99, at this location was found to be
about 0.98D (i.e., d99 � 0.98D), while the displacement thickness
of the boundary layer flow d⁄ was found to be about 0.10D (i.e., d⁄

� 0.10D). Such characteristics in the boundary layer of the oncom-
ing mainstream flow were found to match well with those of
Baldauf et al. [19–21]. It can also be seen clearly that, for the test
cases with non-zero coolant injection (i.e., the test cases with
blowing ratio M – 0.0), there is a noted distortion in the velocity
profiles of the oncoming flow at the same upstream locations of
x/D = �1.0 and somewhat lesser distortion noted at the further
upstream location of x/D = �2.0. As shown clearly in Fig. 5, the
effect that increasing blowing ratio M has upon the oncoming
mainstream flow is to thicken the boundary layer and reduce its
streamwise momentum. Further upstream, i.e., at upstream loca-
tions of x/D = �3.0 and x/D = �5.0, there is little or no observable
effect of the blowing ratio M upon the velocity profile of the
oncoming mainstream flow.

While a number of experimental studies have been conducted
in recent years using the PSP technique with mass transfer analogy
to achieve quantitative film cooling effectiveness measurements,
the PSP technique is still a fairly new technique to measure film
cooling effectiveness in comparison to conventional temperature-
based measurement methods. It is highly desirable and necessary
to validate the reliability of the PSP-based measurements as an
effective experimental tool for turbine blade film cooling studies.
Surprisingly, very little can be found in literature to provide a
quantitative comparison of the measured cooling effectiveness dis-
tributions by using the PSP technique against those derived



(a). Ensemble-averaged flow field for the test case with the blowing ratio of M=0.0

(b). The velocity profiles within the boundary layer upstream the coolant injection hole at the blowing 
ratio of M = 0.0, 0.4, 1.0, and 2.0, respectively. 
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Fig. 5. The flow characteristics of the oncoming mainstream flows over the test plate.
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directly from the temperature-based measurements under the
same or comparable test conditions. With this in mind, a compre-
hensive study was conducted in the present study to provide a
quantitative comparison of the cooling effectiveness measurement
results by using PSP technique with mass transfer analogy against
those derived directly from temperature-based measurements for
the same film cooling design under the same or comparable test
conditions.

For the comparative study, a coolant stream of CO2 (i.e.,
DR = 1.53) was injected through circular holes with a blowing
angle of 30� and a spanwise pitch of p/D = 3. Such geometry and
experimental parameters were chosen due to an abundance of
the temperature-based measurement data available in the pub-
lished literature [19–24]. For example, by using a test model with
almost the same geometry and experimental parameters as that
used in the present study, Baldauf et al. [19–21] conducted a para-
metric study (i.e., by varying the blowing angle and the spanwise
pitch between the coolant hole as well as the flow parameters such
as blowing rate and density ratios) to quantify the adiabatic film
cooling effectiveness on the surface of a test plate downstream a
row of circular holes by measuring the surface temperature distri-
butions over the test plate with an IR thermography system. Since
the flow characteristics of the boundary layer of the oncoming
flows for the present study were set to be almost identical as those
of Baldauf et al. [19–21], the film cooling effectiveness over the test
plate for the present study are expected to be the same or compa-
rable as those of Baldauf et al. [19–21] under the same or compa-
rable test conditions.



Fig. 6. Comparison of the measured cooling effectiveness distributions of the present study with that of Baldauf et al. [19,20] for the test case with the blowing ratio of
M = 0.85 and density ratio of DR � 1.5.
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Fig. 6 gives the measured film cooling effectiveness distribution
downstream the circular coolant injection hole in the middle of the
test plate at the blowing ratio of M = 0.85 and density ratio of
DR = 1.53, i.e., CO2 is used as the coolant stream for the PSP mea-
surements in the present study. The measurement result of Baldauf
et al. [20] under almost the same test conditions (i.e., same blow-
ing ratio, same density ratio and very comparable oncoming
boundary layer flow characteristics), but measured by using an IR
thermometry system, was also given in Fig. 6 for the back-to-back
comparison. It can be seen clearly that, the overall features
revealed from the cooling effectiveness distributions obtained by
using two different experimental techniques (PSP vs. IR thermom-
etry) were found to be almost the same in a qualitative sense. It
suggests that the measured film cooling effectiveness distribution
of the present study with the PSP technique agrees well in general
with that of Baldauf et al. [20] with the IR thermometry technique.
However, some minor differences can also be identified based on
the back-to-back comparison of the two measurement results.
For example, for the region near peak cooling effectiveness from
3 < x/D < 10, the measurement result of the present study seems
to be slightly lower than those of Baldauf et al. [20]. The contours
of the cooling effectiveness distribution for the present study were
also found to be slightly ‘‘narrower’’ in the spanwise direction, in
comparison with those of Baldauf et al. [20]. Such discrepancy is
believed to be attributed to the fundamental differences between
the two measurement techniques. As described above, since the
PSP measurements of the present study were conducted under
an isothermal condition to determine the film cooling effectiveness
based on mass-transfer analog, it is free from the effects of heat
conduction. However, the temperature-based measurement
results reported in Baldauf et al. [20] were obtained by performing
heat transfer experiments, which were very sensitive to the effects
of the heat conduction through the test model. Therefore, it is
within the realm of possibility that the results of Baldauf et al.
[20] indicate a higher cooling effectiveness with a wider-spanning
footprint due to the effects of heat conduction through the test
model, particularly in the lateral direction. While measurement
results of Baldauf et al. [20] are quoted to have a measurement
uncertainty within 0.05, and the measurement uncertainty level
of the present study was estimated to be about 0.04; a difference
of up to 0.09 between the two measurements may, therefore, be
considered within the statistical bounds of the agreement.

Following up the work of Baldauf et al. [19–21], the laterally-
averaged cooling effectiveness data were also determined in the
present study by averaging the cooling effectiveness data along
the lateral direction over one full period of the hole spacing (i.e.,
in the region of�p/2 < Z < p/2) at each downstream location behind
the coolant injection hole. Fig. 7 shows the profiles of the measured
laterally-averaged cooling effectiveness of the present study with
CO2 as the coolant stream for the PSP measurements (i.e., the
density ratio of DR = 1.53) as a function of the downstream distance
from the exit of the coolant injection hole at the blowing ratio of
M = 0.5 and M = 1.0. The temperature-based measurement results
reported by Baldauf et al. [19,20] and other researchers [12,22–24]
as well as the PSP measurement results of Rallabandi et al. [9] with
the same or very comparable coolant hole configuration and test
conditions as those of the present study were also given in the plots
for a quantitative comparison. A summary of the experimental con-
ditions of the compared studies is given in Table 1.

As shown clearly in Fig. 7(a), for the test case with relatively low
blowing ratio of M � 0.5, density ratio of DR � 1.5 and coolant hole
pitch of p/D � 3.0, the PSP measurement results of the present
study lie very close to the temperature-based measurement results
of Dhungel et al. [12], Kunze et al. [22] and Lutum and Johnson
[23], especially through the region of 5 < x/D < 15. The PSP mea-
surement results of Rallabandi et al. [9] indicate somewhat lower
cooling effectiveness but were measured at M = 0.6 and
DR = 0.97; because of the higher blowing ratio and lower density
ratio, it is reasonable to expect the coolant jet flow of Rallabandi
et al. [9] would lift further away from the test surface than that
of the present study, which would result in the reduced cooling
effectiveness that they measured. It should be noted that three
cases that used IR Thermography indicate higher effectiveness than
the results of the present study, including Lawson and Thole [24],
which were made at elevated mainstream turbulence intensities of
Tu = 4.6% and 12.3%. Baldauf et al. [19,20] used very similar exper-
imental conditions as those of the present study, including density
ratio of DR � 1.5 and mainstream turbulence intensity level of
Tu = 1.5%, and show cooling effectiveness levels slightly less than
Lawson and Thole [24] for most of the streamwise fetch of their
test plate.

Fig. 7(b) gives the measurement results for the test case with a
relatively high blowing ratio of M � 1.0, density ratio of DR � 1.5,
and coolant hole pitch of p/D � 3.0. The measurement results using
PSP techniques (i.e., the data of the present study and those of
Rallabandi et al. [9]) were found to lie very close to one another,
especially for the region of x/D > 6. The cases measured using IR
thermography show excellent agreement with one another and
indicate higher effectiveness than those using PSP technique, with
the exception of Kunze et al. [20], who used a larger hole pitch (i.e.,
p/D = 4.0 instead of p/D = 3.0) than the other cases. At this rela-
tively high blowing rate of M � 1.0, the results of Baldauf et al.
[19,20] show good agreement to those of the present study within
the first five diameters and then overshoot it for the region of x/
D > 5, though the results become similar once again near x/
D = 20. Similar behavior is noted for Dhungel et al. [12] but with
poorer agreement than Baldauf et al. [19,20] in the near field. It
should be noted that the temperature-based measurements seem
always to over-predict the cooling effectiveness slightly when
compared to the PSP measurement data, especially in the regions



(a). The measurement results at blowing ratio of M≈0.50 and density ratio of DR≈1.5

(b). The measurement results at blowing ratio of M≈1.00 and density ratio of DR≈1.5
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Fig. 7. Comparison of laterally-averaged cooling effectiveness of the present study with the published results of previous studies at the same or comparable conditions.

Table 1
A summary of the experimental conditions of the compared studies.

Compared studies M P I Vr p/D Tu (%) Measurement technique

Baldauf et al. [19,20] 0.50 1.50 0.17 0.33 3.0 1.5 IR thermography
1.00 1.50 0.67 0.67 3.0 1.5 IR thermography

Dhungel et al. [12] 0.50 1.10 0.23 0.45 3.0 2 IR thermography
1.00 1.10 0.91 0.91 3.0 2 IR thermography

Kunze et al. [22] 0.50 1.37 0.18 0.36 4.0 1.5 TSP
1.00 1.37 0.73 0.73 4.0 1.5 TSP

Lawson and Thole [24] 0.49 1.06 0.23 0.46 3.0 12.3 IR thermography
1.0 1.06 0.94 0.94 3.0 12.3 IR thermography
0.49 1.06 0.23 0.46 3.0 4.6 IR thermography

Lutum and Johnson [23] 0.52 1.15 0.24 0.45 2.9 3.5 Thermochromic liquid crystals
Rallabandi et al. [9] 0.60 0.97 0.37 0.62 3.0 0.5 PSP

1.00 0.97 1.03 1.03 3.0 0.5 PSP
The present study 0.50 1.53 0.16 0.33 3.0 1.5 PSP

1.00 1.53 0.67 0.67 3.0 1.5 PSP
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of peak cooling effectiveness (i.e., the regions with the lowest sur-
face temperature on the test plate for the temperature-based mea-
surements). It is conjectured that such over-prediction may be
closely related to the effects of the heat conduction within the test
models for the temperature-based measurements, as described
above.

As aforementioned, the blowing rate, M, is widely used to char-
acterize the behavior of coolant jet flows injected from the coolant
holes and to evaluate the resultant film cooling effectiveness
on the surfaces of interest for turbine blade film cooling stud-
ies. For fixed M and mainstream flow conditions, an increase in
density ratio of the coolant stream, DR = qc/q1, would require a
compensatory decrease in the velocity ratio of the two stream
flows, VR = Uc/U1. The effects of the density ratio, DR, on the behav-
ior of coolant jet flow and the resultant cooling effectiveness
over the surafce of interets were also exmined in the present
study by using either nitrigen (DR = 0.97), air (DR = 1.00) or CO2

(DR = 1.53) as the coolant stream for the PIV and PSP measure-
ments, while the M was held constant during the experiments.

Fig. 8 show the PIV measurement results with either air
(DR = 1.00) or CO2 (DR = 1.53) as the coolant stream at the same
blowing ratio of M = 0.85. As shown clearly from both the instanta-
neous and time-averaged PIV measurement results, the coolant
stream out of the injection hole for both DR = 1.00 and DR = 1.53



(a). Air as the coolant stream (DR=1.0)

 (b). CO2 as the coolant stream (DR=1.53)
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Fig. 8. Instantaneous and time-averaged PIV measurements results at the fixed blowing ratio of M = 0.85 with either air or CO2 as the coolant jet stream.

(a). Air as the coolant stream (DR=1.0)

(b). CO2 as the coolant stream (DR=1.53)
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Fig. 9. Instantaneous and time-averaged PIV measurements results at the fixed blowing ratio of M = 1.70 with either air or CO2 as the coolant jet stream.
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cases were found to be able to stay attached to upper surface of
the test plate to form a film over the test plate in the region down-
stream of the coolant injection hole at this blowing ratio. By
carefully inspecting the flow features within the coolant sublayer,
it can be seen that there is faster flow within the coolant sublayer
for the cases with lower density ratio of DR = 1.0 (i.e., air or



(a). Measurement results at blowing ratio of M=0.85

(b). Measurement results at blowing ratio of M=1.70
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Fig. 10. Effects of the density ratio on the film cooling effectiveness (only the center
hole is shown here).

(a). Centerline cooling effectiveness profiles 

(b).Laterally-averaged cooling effectiveness profiles. 
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Fig. 11. Effects of the density ratio DR upon the film cooling effectiveness.
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nitrogen as the coolant stream) than those with denser coolant
flow (i.e., CO2 as the coolant stream). The coolant jet stream with
higher density ratio seems to be more concentrated within a thin
film near the test plate and stays attached more firmly to the upper
surface of the test plate. As a result, the film cooling performance
over the test plate is expected to be much better for the case with
higher density ratio (i.e., the case with CO2 as the coolant stream),
which was confirmed quantitatively from the PSP measurements
given in Fig. 10.

Fig. 9 gives the PIV measurement results for the cases with a rel-
atively high blowing ratio of M = 1.70. It can be seen clearly that
the behavior of the coolant flow out of the injection hole is signif-
icantly different for the two compared cases even though the blow-
ing ratio was matched. For the case with coolant stream of low
density ratio (i.e., DR � 1.0), the coolant flow was found to lift off
from the test plate and penetrate deeply into the mainstream. This
behavior indicates that, at such relatively high blowing ratio of
M = 1.70, the coolant jet flow with smaller density ratio would sep-
arate from the test plate, resulting in a poor film cooling perfor-
mance over the surface of the test plate. However, for the case
where the coolant stream had relatively high desnisty ratio (i.e.,
DR = 1.53), the coolant flow was remained attached, providing bet-
ter film cooling to protect the upper surface of the test plate.

Fig. 10 gives the corresponding film cooling effectiveness maps
on the test plate at M = 0.85 and M = 1.70. It can be seen clearly
that the use of denser coolant stream (i.e., CO2) would provide
improved cooling effectiveness (i.e., much higher maximum cool-
ing effectiveness values and much wider coolant coverage in the
spanwise direction) than that of a less dense coolant stream (i.e.,
N2) at the same blowing ratios. This result indicates that, at a fixed
blowing ratio M, the coolant stream with a greater density ratio
would provide better film cooling to protect the surface of interest
than that with a lower density ratio. It should also be noted that,
interestingly, evidence of reverse flow can be seen upstream of
the coolant injection holes where finite effectiveness is measured
in a halo-like feature that wraps around the coolant injection hole.
Such a feature is most likely due to the presence of a horseshoe
vortex that entrains some coolant from the jet stream, which is
advected within the vortex around the coolant injection hole and
then carried downstream, as described in [15,25,26]. A future
paper will investigate the behavior of such a horseshoe vortex sys-
tem as it pertains to the film cooling in greater detail.



(a). The measurement results with matched blowing rate, M

(b). The measurement results with matched momentum flux ratio, I

(c). The measurement results with matched velocity ratio, VR.
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Fig. 12. The measured film cooling effectiveness along the centerline of the coolant injection holes and the laterally-averaged film cooling effectiveness with two different
coolant gases: dashed lines represent N2, solid lines represent CO2.
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Fig. 11 shows the profiles of the measured cooling effectiveness
data along the centerline of the coolant injection hole and the lat-
erally-averaged film cooling effectiveness as a function of the
downstream distance away from the coolant injection hole at the
fixed blowing ratio of M = 0.40 (low), 0.85 (medium) and 1.70
(high), which can be used to reveal the effects of the coolant-to-
mainstream density ratio on the film cooling performance of the
coolant jet streams over the surface of interest more clearly and
quantitatively. It can be seen clearly that, concerning the physics
of the film cooling, there is little difference between the coolant
streams of different density for the cases with relatively low blow-
ing ratios (i.e., for the cases of M = 0.40), suggesting that the cool-
ant stream is able to remain well-attached to the test plate to
protect the surface of interest at relatively small blowing ratio.
However, as shown clearly from the PIV measurements given in
Fig. 10, the coolant jet stream with lower density ratio tends to lift
off much earlier and separate more easily from the test plate, com-
pared with those of denser coolant stream, as the blowing ratio
increases. As a result, the film cooling effectiveness over the sur-
face of interest was found to become dependent upon the cool-
ant-to-mainstream density ratio when the blowing ratio becomes
relatively high. As shown quantitatively from the measurement
results given in Fig. 11, the use of the coolant stream with higher
density would result in increased cooling effectiveness over the
surface of interest by the measures of both the centerline and lat-
erally-averaged cooling effectiveness for the cases of M = 0.85 and
1.70.

The PIV and PSP measurement results given above reveal clearly
that the blowing ratio, M, alone would not be able to successfully
categorize the behavior of coolant jet stream as well as the resul-
tant film cooling effectiveness on the surfaces of interest. In the
present study, an explorative study was also conducted to assess
the applicability of other scaling quantities such as the coolant-
to-mainstream momentum flux ratio, I = M2/DR, and bulk velocity
ratio, VR = Uc/U1, in comparison to the most-commonly used
blowing ratio (i.e., coolant-to-mainstream mass flux ratio), M, in
characterizing the film cooling effectiveness over the surface of
interest in order to reveal the extent to which the flow scenario
can be described by using purely kinematic or dynamic means.
By conducting such analysis, it is hopeful to illuminate the under-
lying physics to discern the extent to which the interaction and
mixing of the coolant jet and mainstream flows occur primarily
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due to the kinematic conditions of the flow field or due to the
dynamic processes that depend on the density disparity between
the two streams.

With this in mind, a set of experiments were conducted to mea-
sure the film cooling effectiveness on the surface of interest at clo-
sely-matched values of the blowing ratio, M, momentum ratio, I,
and velocity ratio, VR, with either N2 (DR = 0.97) or CO2

(DR = 1.53) as the coolant stream for the PSP measurements. The
measured cooling effectiveness along the centerline of the coolant
injection hole and the laterally-averaged film cooling effectiveness
are given in Fig. 12(a)–(c), respectively. In this order, the successive
subfigures represent decreasing weighting of the scaling by density
ratio, DR, or, conversely, the order of increasing importance of flow
kinematics upon the resultant film cooling effectiveness. In the
plots, the red curves represent the slowest of the three quantities
in each plot, blue curves are used for the highest, and green curves
show the intermediate coolant flows. Interestingly, the red curves
were found to be always little-affected by differences in density
ratio for matched mass-flux ratio M, and momentum-flux ratio I,
but significant far-field disparity is noted for the cases of velocity
ratio-matching, which suggests that the influence of density ratio,
DR, is important at low mass-flux ratio (i.e., blowing ratio), M, and
momentum-flux ratio, I, and those quantities can successfully scale
film cooling flows across differences in density (or temperature for
thermal-based experiments, equivalently). However, the green and
blue curves indicate that increases in density ratio, DR, result in
poor matching of mass-flux ratio M, and momentum-flux ratio I,
across the differences in the density ratio, DR, as the coolant injec-
tion increases. This trend is reversed for the VR-matching cases, for
which the blue curves trend near each other for both density ratio
values, but the red slow-coolant curves agree in the near-field but
show disparity in the far-field, with the more-dense coolant stream
resulting in better cooling effectiveness. The green curves trend
closely to each other in the far-field but not in the near-field. Thus,
it seems that, as the coolant flow increases, the velocity ratio, VR,
becomes increasingly useful to describe the cooling effectiveness
for the test cases with differing density ratios. It is worth mention-
ing here that the Richardson number of these flows, which repre-
sents the ratio between the buoyancy forces to the gravity forces
for the flows, was found to be always very small, i.e., almost negli-
gible, for all the cases investigated in the present study, which it
indicates that buoyancy force is not a likely culprit for the ten-
dency of the coolant gases with different densities to behave
differently.
4. Summary and conclusions

An experimental study was conducted to quantify the perfor-
mance of film cooling injection from a row of circular holes spaced
laterally across a flat plate. While a high-resolution Particle Image
Velocimetry (PIV) system was used to conduct detailed flow field
measurements to quantitatively visualize the dynamic mixing pro-
cess between the coolant jet stream and the mainstream flows, the
Pressure Sensitive Paint (PSP) technique was used to achieve adia-
batic film cooling effectiveness measurements based on a mass-
flux analog to traditional temperature-based cooling effectiveness
measurements. The cooling effectiveness data of the present study
were compared quantitatively against those derived directly from
the temperature-based measurements under the same or compa-
rable test conditions to validate the reliability of the PSP measure-
ments for turbine blade film cooling studies.

While the focus of the present study has been placed on the
effects of the density differences of the coolant streams on the
resultant cooling effectiveness on the surface of interest at fixed
blowing ratios, the applicability of other scaling quantities such
as the coolant-to-mainstream momentum flux ratio and the bulk
velocity ratio, in addition to most-commonly-used blowing ratio
(i.e., coolant-to-mainstream mass flux ratio), in characterizing the
performance of film cooling over the surface of interest have also
been explored. The PIV measurement results reveal clearly that
the coolant jets out of the injection holes would be able to stay
attached to the test plate to form film flows to protect the surface
of interest at relatively low blowing ratios. However, as the blow-
ing ratio increases, the coolant jets with lower coolant-to-main-
stream density ratios tend to separate from the test plate easily,
while the coolant jets with higher density ratios are likely to
remain attached to the test plate at the same blowing ratios, offer-
ing improved film cooling performance to protect the surface of
interest. As a result, there is a corresponding increase in the film
cooling effectiveness for the coolant jet flows with elevated density
ratios. For the cases where the coolant jet flows were found to sep-
arate from the test plate, the film cooling effectiveness over the
test plate would become very low in spite of the injection of large
amounts of coolant.

The analysis with different scaling quantities indicates that the
quantities that give more weight to density ratio (i.e., coolant-to-
mainstream mass flux or blowing ratio and momentum flux ratio)
would be more successful to collapse measurement data from
varying density of coolant jet streams for the cases with relatively
low coolant flow rates, while the coolant-to-mainstream bulk
velocity ratio may be used with some success to scale the film cool-
ing effectiveness data for coolant jets of higher velocities. The
intriguing nature by which such these quantities tend to have pref-
erential success at scaling coolant jets of different flow rates begs
deeper analysis. Additionally, some observations of film cooling
effectiveness patterns reminiscent of the presence of a horseshoe
vortex begs a deeper analysis into the effects that closer spacing
of coolant holes might have upon the jet behavior, which will be
performed in a future paper.
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