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ABSTRACT

The unsteady runback behavior of wind-driven runback water film (WDRWF) flows over aircraft surfaces has a significant impact on the air-
craft icing process, one of the most significant aviation hazards in cold weather. The limited understanding of the complex multiphase inter-
actions between freestream airflow, water film motion, and solid airframe surface makes conventional theoretical/numerical methods unable
to precisely simulate WDRWF flow. Machine learning-based techniques can accurately capture complex physics using data, making it an
attractive alternative to conventional methods. In this study, machine learning methods are used to predict the evolution of the front contact
point (FCP) of WDRWF flow and film thickness distribution (FTD) of WDRWF flow. For FCP prediction, the performance of the Light
Gradient-Boosting Machine (LightGBM) and Multi-Layer Perceptron is compared quantitatively. They perform well in capturing intermit-
tent and smooth features, respectively. For the prediction of the spatial-temporal evolution of FTD, a computationally efficient deep neural
network architecture named ConvLSTM-AutoEncoder was developed, which predicts a future FTD based on a sequence of FTDs in the past.
The robustness of the ConvLSTM-AutoEncoder model to noisy input FTD is demonstrated. The generalizability of the three models is evalu-
ated by applying the trained models to unexplored datasets. Based on the proposed techniques’ generalizability, robustness, and computa-
tional efficiency, machine learning-based methods are demonstrated to be powerful tools in predicting the complex unsteady characteristics
of the multiphase WDRWF flows.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0167545

I. INTRODUCTION

Aircraft icing is a well-known weather hazard affecting aircraft
performance and flight safety greatly. As ice structures accrete over air-
frame surfaces, the aerodynamic performance of an airplane would
degrade significantly with the aerodynamic drag increasing dramati-
cally and lift force decreasing rapidly. Ice accretion can usually be cate-
gorized into rime and glaze icing. When the ambient temperature is
low enough (e.g., less than�8 �C) under a relatively dry condition, the
supercooled water droplets would be frozen instantly to form rime ice
upon the impingement onto the airframe surface.1,2 Glaze icing usually
occurs under conditions with relatively warmer ambient temperatures
(i.e., just below the freezing point of water), higher liquid water content
(LWC), and larger supercooled water droplets. In a glaze ice accretion
process, only a portion of the supercooled water droplet would be fro-
zen into solid ice upon impact with the airframe surfaces of an air-
plane, while the rest of the impacted water droplets would stay in
liquid and move freely over the airframe surfaces in the form of water
film/rivulet flows as driven by the boundary layer airflow.3–5 The
wind-driven runback characteristics of the unfrozen water film/rivulet

flows would directly or indirectly affect the ice formation and accretion
over the airframe surfaces.6 The transient behavior of unfrozen run-
back water flow would directly affect the transportation process of
impinged water mass over the ice-accreting airframe surfaces.7 Local
convective heat transfer and the rate of ice accumulation would be
affected by the surface roughness, thereby affecting the characteristics
of ice accumulation greatly.8–11 While Waldman and Hu12 conducted
an experimental investigation to reveal clearly that the unsteady run-
back process of wind-driven runback water film (WDRWF) flows
over airfoil surfaces would influence the ice accretion characteristics
on aircraft airfoils/wings greatly, Hansman and Turnock13 also dem-
onstrated that wind-driven runback of the unfrozen water flow over
ice accreting airframe surface would modify the morphology of
accreted glaze ice structures significantly.

Given the abundance of experimental data and challenges associ-
ated with aircraft icing, machine learning (ML) integration presents a
promising opportunity to improve the understanding of the underly-
ing pertinent to aircraft icing phenomena. Recently, ML techniques
have been used widely in various research fields, including medical
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diagnosis, image recognition, self-driving vehicles, and product recom-
mendation. Neural networks are a subset of machine learning that
form the basis of deep learning techniques. Their name and structure
are derived from the human brain, emulating how organic neurons
communicate. Several studies relevant to ice shapes and icing severities
have been conducted to explore the potential of using neural networks
to study aircraft icing phenomena. For example, Cao et al.14 utilized a
neural network model to predict the impact of an ice horn’s geometric
parameters (e.g., position, height, diameter, etc.) on the aerodynamic
performance of an airfoil model. McCann15 constructed a neural net-
work to estimate icing severity based on the cloud liquid water content
and the droplet size. Ogretim et al.16 utilized a neural network model
to predict ice formation on airfoils based on flight conditions. Yu
et al.17 proposed a multi-autoencoder fusion network to fast predict
ice profiles with icing conditions. Yang et al.18 integrated a backpropa-
gation neural network with a K-MEANS clustering-convolutional neu-
ral network to predict droplet impingement and ice patterns on a
supercooled surface. As mentioned before, the unfrozen runback water
film significantly influences the shape of ice formed on the aircraft. On
the surface of runback water film, surface waves are formed by aerody-
namic shear force. Investigating the characteristics of surface waves
would improve the understanding of the runback water transportation
process and the ice formation process. Several machine learning-based
studies have been conducted to predict the characteristics of surface
waves. Deo and Jaiman.19 developed an attention-based convolutional
neural network based on numerical simulation data to predict shallow
water wave propagation. Kagemoto20 predicted the water-surface wave
train’s peak heights using a neural network based on field measure-
ments in ocean waves. Sun et al.21 constructed a modified U-Net to
predict the ocean surface wave’s evolution.

In addition to neural networks, gradient boosting is another pow-
erful ML method for regression and classification applications. It pro-
vides a prediction model as an ensemble of weak prediction models,
often decision trees. In most cases, it outperforms the random forest
algorithm.22 Extreme gradient boosting (XGBoost)20 is an optimized
gradient boosting framework renowned for its superior accuracy and
efficiency.23 LightGBM is an improved version of XGBoost. It is more
efficient and accurate than the XGBoost model’s disadvantage of scan-
ning all data points while determining the greatest information gain.24

Several studies25–27 have been conducted to successfully predict icing
severity from flight conditions based on gradient boosting algorithms.

Considering the prevalence of time-dependent characteristics in
various fluid dynamics problems, such as the flow of a wind-driven
runback water film, the long short-term memory (LSTM) network
emerges as a suitable machine learning (ML) tool for predicting time-
dependent fluid dynamics phenomena. It is a subset of recurrent
neural networks (RNNs) that can learn long-term dependencies, par-
ticularly in sequence prediction tasks.28 Up to the date of writing this
article, no study has been found to use the LSTM-based method to
predict the runback water film evolution or ice accretion process
related to the aircraft icing phenomenon. However, some successful
applications of the LSTM-based method in predicting complex
spatial-temporal fluid flow have been listed here to show the effective-
ness of the LSTM-based method. Mohan and Gaitonde,29 Pawar
et al.,30 and Deng et al.31 created models by combining the proper
orthogonal decomposition (POD) and LSTM techniques to estimate
the temporal characteristics of unsteady flows. Zhu et al.32 utilized a

convolutional long short-term memory (ConvLSTM) for predicting
the spatial-temporal characteristics of turbulent flow dynamics. Li
et al.33 constructed a ConvLSTM network and utilized upstream flow
data to forecast the downstream channel’s supersonic flow. Han
et al.34 developed a hybrid neural network based on ConvLSTM to
predict the periodic characteristics of cylinder and airfoil flows. Mi
et al.35 created a generator-discriminator network based on the con-
cept of energy cascade to predict the cylinder wake velocity fields.
Laima et al.36 created a deep neural network to reconstruct spatiotem-
poral cylinder flow by combining a convolutional neural network with
an RNN. Jin et al.37 combined POD and RNN to reconstruct time-
resolved cylinder flow, outperforming the extended PODmethod.

Despite the progress described above, most of the previous
research evaluated the generalizability of the machine learning model
by applying the trained model to unknown data that differs only
slightly from the training set. In addition, previous research primarily
employed the ConvLSTMmodel to predict flows with periodic charac-
teristics, representing only a small portion of the actual flow phenome-
non. Moreover, most researchers trained machine learning models
with numerical data. It is difficult to apply this procedure when there
are no reliable numerical or analytical solutions for certain complex
flow problems, such as the wind-driven water film flow problem.

In the present study, we report the progress made in breaking the
above limitations by developing effective machine learning methods
that can (1) predict the characteristics of unsteady multiphase flows
(i.e., WDRWF flows) that are significantly different from training
data, (2) handle general, non-periodic unsteady multiphase flow phe-
nomena, and (3) leverage experimental data (with noises) as inputs.
The work presented here was motivated by the fact that minor changes
in flow conditions (for example, incoming wind speed or water film
flow rate) can cause significant variations in film flow properties such
as film thickness distribution (FTD) and front contact point (FCP)
development of WDRWF flows. The limited understanding of such
complex multiphase interactions makes conventional theoretical/
numerical methods unable to precisely simulate WDRWF flows.
However, machine learning-based techniques can accurately capture
complex physics using data, making it an attractive alternative to con-
ventional methods. The current work focuses on developing machine
learning methods to predict the time evolutions of the FCP and FTD
of WDRWF flows. For FCP prediction, the performance of the Light
Gradient-Boosting Machine (LightGBM) and multi-layer perceptron
(MLP) is compared quantitatively. For the spatial-temporal evolution
of FTD, a computationally efficient deep neural network architecture
named ConvLSTM-AutoEncoder was developed. It employs
ConvLSTM and convolutional encoder-decoder to reduce the dimen-
sionality of high-dimension dynamic WDRWF flows and forecast the
spatial-temporal characteristics aspects, which has significant potential
in the application of determining when to switch on the active anti-/
de-icing systems for better aircraft icing protection.

The proposed models are trained with experimental data,38 and
the test set data differ significantly from the training set data. The
established strategies’ generalizability and efficacy are assessed using
error examination. The ConvLSTM-AutoEncoder model’s robustness
to noise is evaluated. While machine learning techniques have been
used widely in recent years to study fluid dynamics problems, almost
all the previous studies focused on single-phase fluid flows with
numerical simulation results used to train and test ML models. To the
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best of the authors’ knowledge, the work reported here is the first of its
kind to use ConvLSTM-AutoEncoder, MLP, and LightGBM trained
by experimental datasets to predict the characteristics of complex mul-
tiphase flows such as WDRWF flows.

II. MACHINE LEARNING METHODS AND DATASETS

In this section, the experimental datasets of WDRWF flows used
in training and testing the machine-learning models are briefly intro-
duced first. Then, the background and hyperparameters of LighGBM
and MLP models are given for FCP prediction. A new ConvLSTM-
AutoEncoder architecture is proposed for FTD prediction of the
WDRWF flows. The last two subsections introduce error evaluation
techniques and the procedure for conducting FCP/FTD training and
prediction.

A. Experimental datasets used to train and validate
machine learning models

In the present study, the experiment datasets of Zhang et al.38 on
WDRWF flows were used to train and validate established machine
learning models. While a brief description of the experiment study
and the key features are provided below, further details of the experi-
mental setup and measurement results can be found in Zhang et al.38

Figure 1(a) depicts the experimental setup used to characterize
the WDRWF flow. A flat plate was mounted on the bottom wall of a
wind tunnel section. Wind-driven water runback flows over the test

plate are generated by pumping de-ionized (DI) water from a reserve
tank through a row of tiny holes (i.e., the width of the tiny hole array
D¼ 60mm) drilled at the front of the test plate. The transient behav-
ior of the wind-driven water film was measured quantitatively by using
an advanced digital image projection (DIP) system.38 The DIP system
has a field of view of 100mm in length and 60mm in width. A digital
camera is used for the DIP measurements at a frame rate of 30.0Hz,
with 600 snapshots being acquired for each test condition. The key
parameters adjusted during the experiments include the incoming
wind speed, V1, and the water film flow rate,Q, over the plate surface.
While the incoming airflow speed is changed from V1¼ 10 to 20m/s
with an interval of 5m/s, the water film flow rate is set to be 100 and
200ml/min. Figure 1(b) depicts the representative results of the DIP
measurements. The time evolution of the front contact line (FCL) of
the wind-driven runback film flow can be located based on the time-
resolved DIP measurements with a local water film thickness of
0.05mm. In the present study, the front contact point (FCP) location
refers to the utmost downstream position of the front contact line if
multiple water rivulets are formed on the test plate. FCP is illustrated
by point A’ in Fig. 1(c).

Many variables influence the uncertainty level of DIP measure-
ments, including the angle formed between the camera and the projec-
tor, the resolutions of the camera and projector used for the DIP
measurements, the interrogation window size of the cross correlation
process, the signal-to-noise ratio of the images, and the oscillation of

FIG. 1. DIP measurements of wind-driven water film/rivulet flows over a test plate:38 (a) experimental setup; (b) time-resolved DIP measurement results for case #1 (as listed
in Table I, V1 ¼ 10m/s and Q¼ 100ml/min); and (c) schematic to define the front contact point (FCP).
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the experiment platform.38 The resolution restrictions of the camera
and projector used for the DIP measurements would limit the spatial
resolution of the measured water film thickness fields. For the DIP
measurement results used in the present study, the smallest resolved
grid of the measured water film thickness fields is 1� 1mm2.

Table I lists the six cases with distinct combinations of Q and V1
and the number of data files in each combination (or case). In the pre-
sent study, fully developed WDRWF flow is the situation when the
wetted area of the water film does not change with time in the field of
view of the DIP measurements. Since the present study focuses on the
under-development process of the WDRWF flow, instead of the fully
developed WDRWF flow, the number of snapshots available for the
ML model training is smaller than 600 for each case. The number of
snapshots of FCP in each case is different because the time used by
each case’s FCP to reach the end of the camera’s field of view is differ-
ent, while the camera’s frame rate is fixed at 30Hz. Less FCP snapshots
mean less time for a water film to pass over the camera’s field of view.
The reason why the number of data files of FTD is slightly more than
that of FCP is that FCP datasets consist of only the developing phase
of the water film flow, while the FTD datasets consist of both the
developing phase and a part of the fully developed phase of the water
film flow. The topology of the fully developed water film flow does not
change significantly compared to the developing water film, and the
shape of the contact line of the fully developed water film flow is
almost unchanged compared to the developing water film. As a result,
the fully developed phase of the water film flow is much easier to pre-
dict than the developing phase. If the proposed model can accurately
predict the water film flow’s developing phase, so does the fully devel-
oped phase. That is why not all the fully developed phases of the water
film flow are used to train and test the proposed model.

For FCP’s dataset, each snapshot is the location of the FCP.
However, for the FTD dataset, each snapshot consists of the FTD over
5440 points in a two-dimensional region. The grid size of the 2D
region is 68� 80, corresponding to a domain of 60� 80mm2 in the
physical world. Before training, the datasets are split into a training set,
validation set, and test set. Taking the setup 1 in Fig. 2 as an example
to illustrate the details of dataset splitting method, to assess the model’s
performance to predict the flow characteristics in case #1, snapshots in
case #1 are set to be the test set, while the snapshots from test case #2
through test case #6 are set to be a “temporary” set. For each case con-
tained in the temporary set, 80% of the snapshots were randomly sam-
pled and then assigned to the training set (green block), while the
remaining 20% were assigned to the validation set (blue block). The
other five setups follow a similar splitting procedure, except that a dif-
ferent case is chosen as the test set, as shown in Fig. 2.

During training, for the six cases given in Table I, the characteris-
tics of the wind-driven runback water film/rivulet flow vary greatly
from case to case. To test the capacity and generalizability of the estab-
lished model in forecasting the characteristics of WDRWF, the snap-
shots of five cases are used to train the model, while the trained
model’s performance is assessed by predicting the remaining case.

B. The LightGBM model

LightGBM39 is a machine-learning method for boosting gradient
trees from end to end. It is intended for and frequently used by data
science researchers to address supervised machine learning issues
quickly and effectively. It uses a depth-constrained leaf-by-leaf devel-
opment strategy, which means splitting one leaf node layer at a time,
primarily by scanning each leaf individually to calculate the optimal
gain and then repeating the process. This can simplify model

TABLE I. A summary of the experimental dataset available for the data training of ML.

Index of case Experimental conditions Number of snapshots (FCP) Number of snapshots (FTD) Max thickness (mm)

1 Q¼ 100ml/min, V1 ¼ 10m/s 200 200 2.71
2 Q¼ 100ml/min, V1 ¼ 15m/s 42 60 1.63
3 Q¼ 100ml/min, V1 ¼ 20m/s 34 70 1.02
4 Q¼ 200ml/min, V1 ¼ 10m/s 59 60 2.72
5 Q¼ 200ml/min, V1 ¼ 15m/s 27 50 1.51
6 Q¼ 200ml/min, V1 ¼ 20m/s 16 40 0.85

FIG. 2. The splitting method for the 6
wind-driven water film/rivulet flow cases
listed in Table I.
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complexity and reduce overfitting errors. Figure 3(a) depicts the
method for growth. A detailed explanation of the computational tech-
niques underlying LightGBM is beyond the scope of this study but can
be found in cited source.23 Using the boosting approach, a large num-
ber of decision trees are fitted to a training dataset. As shown in Fig.
3(a), the trees are built sequentially, with each successive tree aiming
to reduce the residuals of the previous tree, allowing the model to learn
more gradually. When adding trees yields no additional improvement
in residuals, all trees are totaled to generate the final design. Gradient
descent optimization is used to reduce model loss while adding more
trees, giving rise to gradient boosting for the aforementioned boosting
procedure.20

It is challenging to optimize the LightGBM model’s hyperpara-
meters, such as the number of trees, the depth of each tree, and the
rate of learning. In the present study, the hyperparameter values were
determined by a scikit-learn library called “GridSearchCV.”25 To com-
prehend GridSearchCV, it is essential to introduce the concept of grid
search first. Grid search evaluates all combinations of given hyperpara-
meters and values to find the optimal combination. GridSearchCV
combines grid search with cross-validation, commonly using K-fold
cross-validation. This iterative approach divides data into N parts,
using one for testing and N-1 for training in each cycle. The model’s
performance is recorded and averaged across iterations. The combina-
tion with the best average performance will be selected. In this study,
five-fold cross-validation and R2 metrics served as the performance
indicator are used. All datasets are fed into the GridSearchCV to find
the optimal combination of hyperparameters. Noteworthy here is that
although all datasets are used to determine the hyperparameter of the
model, the trained model in GridSearchCV will not be saved nor used
in the formal training and test stage. When formally training and eval-
uating the model, the data split procedure mentioned in Sec. II.A is
conducted, as shown in Fig. 2. The following hyperparameters are
determined by GridSearchCV. The learning rate is 0.004. The quantity
of leaves is 128. The maximum depth and child weight of the decision
trees are 6 and 4, respectively. The fraction of the feature is 0.8.
The fraction of bagging is 0.6, with a frequency of once per 12 epochs.

The L2 regularization coefficient is 0.001. Early stopping is used to
adjust the number of epochs, which cannot be integrated into the
GridSearchCV. So, the relevant hyperparameters are selected by lots of
manual trials. The maximum number of epochs is set to be infinite,
with the early stopping patience of 50 epochs. However, in practice,
the training usually stops before 1000 epochs. The loss function is the
mean absolute percentage error. On the scikit-learn platform,40 the
LightGBM algorithm was implemented. The input of the LightGBM
model is the water flow rate, freestream velocity, and time. The output
of the model is the corresponding location of FCP.

C. The MLP model

The MLP41 is a neural network made up of several neurons that
are linked together to form a complex network. The neuron receives
multiple input signals, which are then combined to form the output
value. As a result, the neuron can be considered a cell that can map the
nonlinear relationship between input and output. Figure 3(b) depicts
the MLP design used in this study, which consists of multiple layers
with several neurons. The MLP’s first layer receives input features,
combines the inputs (freestream velocity, flow rate, and time), and
passes the modified features through a nonlinear activation function.
The modified output of the first layer is sent to the second layer, and
the process is repeated layer by layer until the final layer predicts the
output.38 To optimize an MLP’s biases and weights, error backpropa-
gation techniques are used.42 Literature43 includes additional details
about MLP. MLP model’s architecture (Table II) and a part of the
hyperparameters are selected by using GridSearchCV. GridSearchCV
determines the following hyperparameters. The learning rate is 0.001.
The L2 regularization coefficient is 0.001. Early stopping is used to
adjust the number of epochs, which cannot be integrated into the
GridSearchCV. So, the relevant hyperparameters are selected by lots of
manual trials. The maximum number of epochs is set to be infinite,
with the early stopping patience of 50 epochs. However, in practice,
the training usually stops before 1000 epochs. The optimizer is
Adam.44 The loss function is the mean squared error. On the PyTorch
Platform,45 the MLP architecture was implemented.

D. The ConvLSTM-AutoEncoder architecture

For the FTD of unsteady WDRWF flow, a deep neural network
architecture was developed to directly predict an FTD at a future time
step using a sequence of FTDs in the past. The current state and his-
torical motion determine the future film thickness distribution, as
stated in the following equation:

Piþk ¼ f Pi;Pi�1; Pi�2;…;Pi�mð Þ; (1)

FIG. 3. Models used to predict FCP evolution. (a) LightGBM’s growth algorithms.
Blue and orange indicate old and new nodes, respectively. (b) The MLP
architecture.

TABLE II. MLP network architecture.

Layer type Number of neurons Activation function

Input 3 Linear
Hidden-1 16 ReLU38

Hidden-2 64 Tanh38

Hidden-3 16 Sigmoid38

Output 1 Linear
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where Pi is the film thickness distribution at the time ti, m denotes the
number of prior FTDs used to estimate the FTD in the future, and k is
the number of predicted future time steps by the model. For instance,
k¼ 5 and m¼ 10 mean making a prediction of the FTD at t15 using
film thickness distributions between t0 and t10, if i¼ 10. A new archi-
tecture called ConvLSTM-AutoEncoder was established to perform
the prediction task defined by Eq. (1), which is composed of the
encoder, the ConvLSTM layer, and the decoder (see Fig. 4). To dem-
onstrate the performance of the proposed architecture, m¼ 10 and
k¼ 1, 2,…, 10 are used in the present study.

The encoder comprises two feature extraction blocks, as shown
in Fig. 4 and Table III. Each feature block consists of two convolutional
layers and a max pooling layer. It is fed with a sequence of high-
resolution FTDs to generate dense, low-resolution key spatial features
called latent features. The following ConvLSTM layer is fed with the
encoder’s output to predict new latent features at the future time step.
The predicted future latent features are then fed into the following
decoder, which comprises two decoding blocks, each with two convo-
lutional layers and an upsampling layer. The decoder can recover
high-dimensional FTDs from dense low-dimensional latent features.
The combination of encoder and decoder is called an AutoEncoder.42

The architecture has 35,041 trainable parameters in total for the data-
sets of the present study.

The architecture and some of the ConvLSTM-AutoEncoder
model’s hyperparameters are selected by using GridSearchCV.
However, the optimal combination may not be selected if the hyper-
parameter makes the model highly time-consuming. The batch size is
set to 20. The L2 regularization coefficient is 0.001, which is applied to
the kernels of the convolutional layers to overcome overfitting. A
sequential learning rate decaying technique is used to adjust the learn-
ing rate, which cannot be integrated into the GridSearchCV. So, the
relevant hyperparameters are selected by lots of manual trials. The fol-
lowing hyperparameters are chosen from manual trials. The initial
learning rate is 0.001. The decay rate of the learning rate is 0.9, with a

decay patience of 50 epochs. The early stopping patience is 200 epochs,
which helps prevent overfitting. The Adam optimizer is employed
during the training procedure.44 The loss function is the mean abso-
lute error. On the TensorFlow platform,46 the ConvLSTM-
AutoEncoder architecture was implemented.

The components involved in the ConvLSTM-AutoEncoder
architecture are briefly introduced here. LSTM is effective at capturing
temporal characteristics.28 The forget gate, output gate, and input gate
are the three gates found in a typical LSTM cell. The LSTM cell regu-
lates an input data stream by adding, removing, or passing it on to the
next cell. As shown in Fig. 5, LSTM uses its internal storage to generate
estimations based on the most recent input sequence context rather
than the most recent input. The original LSTM cell’s hidden and input

FIG. 4. Illustration of the ConvLSTM-AutoEncoder model used in the present study.

TABLE III. ConvLSTM-AutoEncoder architecture parameters.

Layer name Kernel dimension/stride Output dimension

Conv1 3� 3 / 1 68� 80� 16
Conv2 3� 3 / 1 68� 80� 16
MaxPooling1 2� 2 / 2 34� 40� 16
Conv3 3� 3 / 1 34� 40� 16
Conv4 3� 3 / 1 34� 40� 16
MaxPooling2 2� 2 / 2 17� 20� 16
ConvLSTM 3� 3 / 1 17� 20� 16
UpSampling1 2� 2 / 2 34� 40� 16
Conv5 3� 3 / 1 34� 40� 16
Conv6 3� 3 / 1 34� 40� 16
UpSampling2 2� 2 / 2 68� 80� 16
Conv7 3� 3 / 1 68� 80� 16
Conv8 3� 3 / 1 68� 80� 16
Conv9 3� 3 / 1 68� 80� 1
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states are both 1D arrays, which makes it impossible to characterize
the underlying spatial structures of 2D data, lowering estimation accu-
racy. Shi et al.47 presented the ConvLSTM module, which can process
2D input states while preserving the spatial structures of 2D data by
modifying the gates to have 2D data dimensions. As a result, a 2D
image could be fed into the ConvLSTM module to generate a 2D cell
state.

As shown in Eq. (2), the ConvLSTM’s input gate is represented
by #, the output gate is symbolized by the symbol w, and the forgotten
gate’s symbol is F. The state of the cell is denoted by C, the output of
the cell is indicated by h, and the input of the cell is marked by x. Each
gate’s weight is represented by W. The Hadamard product is symbol-
ized by�, and the symbol for the convolution manipulation is �,

#t ¼ r Wxi � xt þWhi � ht�1 þWci � Ct�1 þ bið Þ;

Ft ¼ r Wxf � xt þWhf � ht�1 þWcf � Ct�1 þ bf
� �

;

Ct ¼ Ft � Ct�1 þ #t � tanh Wxc � xt þWhc � ht�1 þ bcð Þ;

wt ¼ r Wxo � xt þWho � ht�1 þWco � Ct þ boð Þ;

ht ¼ wt � tanh Ctð Þ:

8>>>>>>>><
>>>>>>>>:

(2)

Now the convolutional layer is introduced. The convolution layer is
responsible for extracting image characteristics and improving the sig-
nal, while reducing the background noise.48 The parameters of the
convolutional layer are made up of a series of learnable kernels with a
narrow receptive field and the same depth as the input volume. Each
kernel is convolved across the width and height of the input volume
during the forward pass, computing the dot product between the ker-
nel’s entries and the input and generating a two-dimensional activa-
tion map. The entire output volume of the convolution layer is created
by stacking the activation fields for each kernel along the depth dimen-
sion. A convolutional filtering operator is used by the convolutional
layer. The previous layer’s output feature field is generated using the
following nonlinear activation function:

ŷ c ¼ r K � xc þ bcð Þ; (3)

where r is a function of nonlinear activation, � represents the opera-
tion of convolution, ŷ c represents the feature field of the output, xc are
input features for the convolutional layer, K is the kernel for convolu-
tional learning, and bc reflects the bias. The ReLU function is used as

the nonlinear activation function in this study for two reasons. First,
the ReLU function’s output is positive, which corresponds to the range
of FTD values. Second, the ReLU function’s performance was com-
pared to that of two other advanced ReLU-like activation functions,
PReLU49 and SoftPlus,50 and discovered that the ReLU function has
the highest accuracy. Section III B 2 describes the comparison results
in detail.

The max pooling layer46 method is also used in the present study.
Pooling may effectively reduce the model’s complexity and calcula-
tions to prevent overfitting and maintain the invariance of crucial
input feature maps.47 Max pooling down-samples the original input
by applying a max filter to non-overlapping subregions. It can restore
texture features, which is essential for capturing the position of the
contact line of the WDRWF flow. A further advantage is its ability to
denoise noisy data, which is crucial for this study because the
ConvLSTM-AutoEncoder architecture will be trained and evaluated
using experimental data.

E. Error evaluation techniques

Three error metrics (R2, relative error, and absolute error) are
used to evaluate the effectiveness of the established machine learning
models in forecasting the development of the FCP and FTD.

1. R2 metric

The R2 metric aims to quantify the degree to which the forecasts
and the actual data on the ground were related to one another, which
is widely used in the machine learning community. When the value of
R2 is closer to 1, the model’s performance is better. R2 is used to assess
the FCP prediction performance and is exemplified by the following
equation:

R2 ¼ 1�

XN
i¼1

yi � f̂ pðV1;Q; tiÞ
� �2

XN
i¼1

yi � �yð Þ2
; (4)

where yi is the true FCP position at a certain time moment,
f̂ pðV1;Q; tiÞ is the model’s prediction for FCP position at ti, N is the
number of samples in each case, and �y is the average of N true FCP

FIG. 5. The configuration of the LSTM cells.
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positions. If R2 is greater than 0.85, then there is a good agreement
between the two groups.25

2. Relative error metric

The relative error, which aims to quantify how large the error is
relative to the true value, is widely used to characterize the uncertainty
level of the measurements. It is computed by dividing the difference by
the ground-truth data and then calculating the absolute magnitude of
the result. The following formula is usually used to characterize the rel-
ative error magnitude at ti when the freestream velocity is V1 and the
flow rate is Q:

erel;i ¼ j
yi � f̂ pðV1;Q; tiÞ

yi
j; (5)

where yi is the true FCP position at ti, f̂ pðV1;Q; tiÞ is the model’s pre-

diction for FCP position at ti, i 2 ½1;N�, and N is the number of sam-
ples in each case. Because the error distributions of FCP prediction
were highly skewed, the median relative error (MRE) rather than the
mean relative error was used to evaluate the efficacy of the models in
forecasting the development of FCP.

3. Absolute error metric

For FTD’s error evaluation, the absolute errors were used as met-
rics because the uncertainty level of the experimental data is known,
which is about 0.02mm. Absolute error attempts to quantify the dif-
ference between the actual and predicted water film thickness at a cer-
tain location at a certain time moment. An absolute error map at a
certain time moment could be obtained by displaying the absolute
error at every point in the domain, as shown in the third column of
Fig. 9. The following formula is used to characterize the absolute error
magnitude at a certain location at a certain time moment:

eabsi;j ¼ jhi;j � f̂ hðxi;j; yi;jÞj; (6)

where hi;j is the true thickness at the location ðxi;j; yi;jÞ at a certain

time moment, and f̂ hðxi;j; yi;jÞ is the model’s prediction for water film
thickness at the location ðxi;j; yi;jÞ at a certain time moment.

F. The procedure of training and prediction

1. FCP prediction

Table IV depicts the method used in the present study for devel-
oping machine learning-based models for forecasting the development
of the FCP position. The established models required time, freestream
wind velocity, and water flow rate as inputs. The models’ outputs were
the corresponding positions of FCP. Before training, the datasets were
normalized by dividing the FCP positions by the dimension of the
camera’s field of view and dividing the time by the time it takes for the
water film to flow across the entire field of view of the camera.

For the test cases of the present study, the training time at
2.30GHz Intel Xeon Gold 6140 CPU is approximately 1.5 s for
LightGBM and 1.7 s for MLP. The wall time of predicting the FCP
evolution of a single case is approximately 20ms for LightGBM and
6ms for MLP.

2. FTD prediction

Table V illustrates the procedure for constructing ML models
to predict FTD. The ConvLSTM-AutoEncoder maps a sequence of
past FTDs to a future sequence of FTDs. Therefore, the dataset
must be first transformed into multiple short sequences. In each
case, the original sequence of FTDs was rearranged into multiple
short sequences of input/output pairs. In this study, 10 time step
FTDs were selected as an input sequence and 10 shifted FTDs were
used as the model’s output sequence. The time difference between
the first FTD of the input sequence and that of the shifted output
sequence is defined by k in Eq. (1). The duration of each time step
in the dataset is 1/30 s. Then, only the final FTD in the output
sequence will be used to evaluate the model’s performance. In
short, the ConvLSTM-AutoEncoder receives 10 sequential FTDs
from previous periods as input, and the output is the FTD at
t¼ iþ k. It operates in a manner like the weather forecast. The esti-
mation’s accuracy could be determined by comparing the esti-
mated sequence to the true sequence.

On a 2.30 GHz Intel Xeon Gold 6140 CPU, the training time
for each model ranges from 6 to 12 h. The wall time for predicting
a single FTD is approximately 80ms. The model’s input data are
normalized using Min-Max normalization.51 Before evaluating the
model’s performance, the output will be restored to its original
scale.

To demonstrate the convergence of the proposed models and the
effectiveness of the early stopping regularization, representative train-
ing histories of setup 4’s LightGBM model, MLP model, and
ConvLSTM-AutoEncoder model (k¼ 1) are displayed in Fig. 6. The
convergence curves of other setups were found to have a similar trend,
so only the curves of this setup were illustrated here for brevity. The
curves show that as the loss converges and has no more improvement,
the early stopping regularization stops the training.

TABLE IV. Procedure for constructing ML models to make FCP predictions.

Procedure of Front Contact Point (FCP) Prediction

Data: Time-resolved FTD measured by the DIP system.
Results: FCP location predictions under given conditions of

incoming air speed, flow rate, and elapsed time.
Step 1: Extract the FCP location from the time-resolved thickness

distribution to form the FCP dataset.
Step 2: Assign the corresponding freestream velocity and flow rate

to each sample in the FCP dataset.
Step 3: Split the FCP dataset into 6 setups consisting of training,

validation, and test sets in each setup. (See Fig. 2.)
Step 4: Normalize the exposure time and FCP locations.
Step 5: Construct an XGBoost/LilghtGBM/MLP model for each of

the 6 setups
Step 6: Perform cross-validation experiments to obtain the optimal

hyperparameter for the model.
Step 7: Estimate the location of FCP by feeding the velocity, flow

rate and elapsed time into the trained model.
Step 8: Assess the model’s accuracy by the established error

evaluation methods.
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III. RESULTS AND DISCUSSION

For FCP prediction, the prediction performance of LightGBM
and multi-layer perceptron (MLP) were compared. Both models were
found to perform well in capturing intermittent and smooth features
in general. For the spatial-temporal evolution of thickness distribution,
the performance of ConvLSTM-AutoEncoder was tested by varying
the predicted time steps and adding noises to the input sequence. The
intermediate features of the ConveLSTM-AutoEncoder were also ana-
lyzed to interpret the mechanism of this established architecture.

A. Forecasting of front contact point (FCP) evolution

Figure 7 shows the values of R2 and MRE for the LightGBM and
MLP models for the six tested cases listed in Fig. 2. The mean values of
R2 and MRE of the tested cases are listed in the legend. In terms of
overall performance, the LightGBM model was found to outperform
the MLP, with average values of R2¼ 0.96 and MRE¼ 0.090.

For brevity, the predicted and true development of FCP location
in only two representative setups 4 and 6 are plotted to compare the
performance of the two models (see Fig. 8). The black and red lines
illustrate the evolution of the FCP trajectory measured in the experi-
ments and predicted by models, respectively. To assess the accuracy of
the predictions, blue relative error bands are generated at each data
point. As shown clearly in Fig. 8, the predicted evolution of FCP and

the experimental results were consistent in general. Only the
LightGBM models captured the “deceleration–stagnation–
acceleration” behavior,38 which refers to the film heads running back
in a stumbling motion, as shown in Figs. 8(a) and 8(b). This is because
LightGBM consists of tons of discrete decision trees, which can fit
non-smooth data well. In contrast, the tanh and sigmoid activation
functions utilized by the MLP model are excessively smooth; conse-
quently, the estimations of the MLP model in Fig. 8 lack deceleration–
stagnation–acceleration cycles. The force balance analysis38 can
explain the underlying physical mechanism of the deceleration–
stagnation–acceleration cycles shown in Fig. 8. The water film obeys
the basic law that it moves forward when the aerodynamic forces (pri-
marily the drag force) exceed the restraining surface tension force. The
film head is found to be lower in height than the film/rivulet body just
before it stagnates. The corresponding aerodynamic drag force on the
thin film head is less than the surface tension force. As a result,
the film head is decelerated until it becomes stationary. The surface
wave from upstream arrives at the film head immediately after it has
stagnated. It raises the height of the film head, which significantly
raises the aerodynamic drag. The increased aerodynamic drag easily
overcomes the surface tension force, accelerating the film head.
Because of the rapidly increased wetted area swept by the accelerated
film head, the film head’s height decreases before the next surface
wave arrives. The corresponding aerodynamic force decreased and

TABLE V. Procedure for constructing ML models to make FTD predictions.

The procedure of FTD prediction

Data: Time-resolved FTDs measured by the DIP system.
Results: Predictions of the FTDs at t¼ iþ k corresponding to the given sequence of FTDs at t¼ i-10, i-9, …, i.
Step 1: Transform the dataset listed in Table I into multiple pairs of input/output short sequences with a length of m¼ 10 time steps for each

sequence of the pair.
Step 2: Split the transformed pair dataset into 6 setups consisting of training, validation, and test sets in each setup. (See Fig. 2.)
Step 3: Normalize the thickness by Min-Max normalization.
Step 4: Construct a ConvLSTM-AutoEncoder model for each of the 6 setups
Step 5: Perform cross-validation experiments to obtain the optimal hyperparameter for the model.
Step 6: Estimate the FTD at t¼ iþ k by feeding a sequence of thickness distributions at t¼ i-10, i-9, …, i into the trained model.
Step 7: Concatenate the model outputs in the order of time to compose an estimated sequence of water film thickness distributions.
Step 8: Assess the performance of the model by established error methods.

FIG. 6. Representative learning curves of the (a) LightGBM, (b) MLP, and (c) ConvLSTM-AutoEncoder models.
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became smaller than the restraining surface tension, causing the film
head to decelerate. The preceding process then iterates to create the
deceleration–stagnation–acceleration cycles.

Based on the solid blue line in Fig. 7, the LightGBM was found to
be the best in predicting case #4. This is because, as shown in Fig. 8(a),
the true profile of case #4’s FCP evolution history has the most
“stagnation” steps of any other cases (not shown here), extending the

decision-tree-based method’s superiority in estimating discrete func-
tions. In contrast, MLP performs best in predicting case #6, based on
the black dotted line in Fig. 7. It is because the profile of the FCP evo-
lution history of case #6, as shown in Fig. 8(d), is the “smoothest”
among all cases, thereby enhancing MLP’s ability to predict continu-
ous functions. The LightGBM predicts case #6 slightly less accurately
than the MLP. Case #6’s true FCP trajectories are significantly more
nonlinear than those of case #4. After the normalized time of 0.8, the
slope of case #6’s trajectory is significantly steeper than before the nor-
malized time of 0.6. The MLP’s prediction captures this slope differ-
ence. In contrast, LightGBM’s prediction throughout the time range
has a nearly uniform slope equal to that of true FCP trajectories after
0.8 normalized time. This is because while LightGBM can capture
nonlinear relationships, MLP surpasses it in superiority because of its
utilization of multiple hidden layers, which enables the learning of
hierarchical representations of data containing intricate patterns.
Consequently, each model has its own advantages under specific
conditions.

Observing the distribution of the relative error bands shown in
Fig. 8 reveals that most of the large relative inaccuracy is due to small
position values in the initial evolution stage. A minor bias of the pre-
dicted position could result in a substantial relative error for the
extremely small values; for instance, if the actual location was
0.001mm, the relative error of a predicted position of 0.002mm could
be 100%. However, an absolute error of 0.001mm is quite small. That
is why the model’s performance is evaluated by median relative error
and R2 scores, as shown in Fig. 7. In summary, the above error

FIG. 7. A comparison of the performance of LightGBM and MLP in predicting FCP.
The mean value in the legend is the average value of the 6 tested cases.

FIG. 8. Comparison of the FCP trajectories
for case #4 (Q¼ 200ml/min, V1 ¼ 10m/s)
and case #6 (Q¼ 200ml/min and V1
¼ 20m/s) predicted by LightGBM and MLP.
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assessments reveal that the LightGBM and MLP performed well in
predicting the evolution of the FCP of the WDRWF flow.

B. Forecasting the evolution of film thickness
distribution (FTD)

Since the FCP evolution represents only the local dynamics of the
fast-moving portion of the WDRWF flow, it is necessary to develop a
machine learning-based model capable of capturing the global features
of the WDRWF flow. The ConvLSTM-AutoEncoder architecture
introduced in Sec. IID was used in the present study to estimate the
evolution of the FTD in this section.

1. Assessment of the ConvLSTM-AutoEncoder’s accuracy
in predicting the FTD characteristics

In this subsection, the results from the model with k¼ 1 are used
to demonstrate the performance of the proposed model. The results
and evaluation of the models with larger k are presented in the next
subsection. Absolute-based error metrics are used to evaluate the per-
formance of the proposed ConvLSTM-AutoEncoder model because
(1) the disadvantage of relative error in evaluating small absolute errors
discussed in Sec. IIIA; (2) the water film flows in the experimental
dataset are essentially thin films with a small magnitude of thickness;
and (3) the uncertainty level of experimental data is known. The differ-
ence between the true and predicted FTDs is collected over the entire
predicted period to calculate the error metrics in Table VI. The training
and validation set of the trained model does not contain the data from
the tested case. Given that the DIP’s uncertainty level is around
0.02mm,38 the median absolute errors (MAE) and average absolute
errors (AAE) in Table VI are on the same order of magnitude as the
uncertainty level. It indicates that the established ConvLSTM-
AutoEncoder architecture is capable of accurately forecasting the thick-
ness distribution evolution of an unseenWDRWF flow.

The accuracy of the ConvLSTM-AutoEncoder model is also
demonstrated in Fig. 9 by displaying typical results of water film thick-
ness distribution estimation for setups #1, #2, and #5 (defined in Fig.
2). Beginning on the left of Fig. 9, the true FTD from experiments, pre-
diction outputs from the ConvLSTM-AutoEncoder model, and the
absolute error maps were displayed. As expected, all forecast findings
captured wind-generated surface waves very well. The high absolute
error regions are generally located in the thick film region. This is
because the aerodynamic shear force on the higher water film surface
is greater, generating irregular surface waves at a high velocity. The
complex interaction between the irregular surface wave and the airflow

makes it more difficult to predict the topology of the water film sur-
face. By comparing Figs. 9(a) and 9(b), it can be concluded that
increasing the freestream velocity leads to the transition from film
flow to rivulet flow. The fundamental physical mechanism of this tran-
sition entails a complex interplay between aerodynamic drag force,
surface tension, and dynamics of the free surface. The aerodynamic
drag force is composed of shear force and pressure force. The aerody-
namic shear force arises on the surface of the water film due to the
velocity disparity between the wind and the water film. The applica-
tion of shear force induces wave propagation on the surface of the
water, while the cohesive forces of surface tension counteract the
deformation of the water film. The velocity of surface waves exceeds
that of the film body due to the exerted shear forces. As the velocity of
the wind rises, a critical threshold is attained wherein the surface ten-
sion becomes inadequate to sustain the uniform structure of the film
front, particularly when a high surface wave encounters the film front
accompanied by significant aerodynamic drag forces. At this particular
threshold, the portion of the film front with the highest shear force
tends to be the first and most significant to be disrupted. These local-
ized disruptions form the initial points of rivulet formation. Surface
tension induces a preferential water flow toward the rivulets because
rivulets exhibit lower energy than film flow.

The effect of flow rate is clearly shown in Figs. 9(b) and 9(c),
where both the width and the number of rivulets were found to
increase with the increasing water flow rate. The interaction between
aerodynamic drag and surface tension can explain the mechanism
underlying the increase in width. The wind exerts a drag force on the
water’s surface film, endeavoring to move it along. In contrast, surface
tension resists this motion by attempting to maintain the water film’s
integrity and minimize its surface area. At low flow rates, surface ten-
sion prevails, forming rivulets with a narrower width. As the flow rate
increases, the height of the film/rivulets increases, resulting in a more
significant drag force, which can surmount surface tension, resulting
in wider rivulets. The mechanism of an increase in the number of rivu-
lets can be elucidated by the amalgamation of the instability induced
by the shear force and the transition mechanism discussed in the pre-
ceding paragraph. The shear force induces disturbances in the water
film. An increased water flow rate results in an augmented water film
thickness. An increase in the thickness of the water film results in a
corresponding amplification of the shear force, thereby causing the
generation of more irregular surface waves with higher amplitude.
When the irregular and high surface waves encounter the film front, a
greater number of points on the front surpass the disruption threshold
and subsequently generate rivulets compared to a film with a smaller
thickness but moving at the same speed. Again, since the trained
ConvLSTM-Autoencoder models were never fed with the data of
unseen tested cases, the results in Fig. 9 show the model’s remarkable
generality in predicting a WDRWF flow whose features are very differ-
ent from that of the training set.

2. The effect of predicted time steps k on the FTD
prediction

According to Eq. (1) and Fig. 4, k represents the difference
between the time step index of the last FTD in the model’s input
sequence and the time step index of the model’s output. To investigate
the predictive capability of the ConvLSTM-AutoEncoder model, 180

TABLE VI. Evaluation of the model’s performance in estimating the unseen FTDs.

Case number MAE (mm) AAE (mm)

1 0.006 0.056
2 0.004 0.033
3 0.011 0.028
4 0.005 0.057
5 0.011 0.050
6 0.010 0.031
Average 0.008 0.043
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training and predicting experiments were conducted for all six setups
(see Fig. 2) with ten distinct numbers of predicted time steps (k¼ 1, 2,
3, …, 10) and three distinct activation functions (PReLU, ReLU, and
SoftPlus). Figure 10(a) depicts the effect of the number of predicted
steps on AMAE, which is the case-average MAE among the six tested
cases. Notably, all AMAEs of the ReLU function are within 0.02mm,
which is the experimental data’s uncertainty level. ReLU’s results are
the smallest at every k, compared with the other two activation func-
tions. This validates the selection of ReLU in this study, as discussed in
Sec. IID. Moreover, for each individual line in Fig. 10(a), the AMAE
increases as the number of predicted time steps increases. This trend is
because the uncertainties in WDRWF flow increase with the increase
in the predicted time step. First, the complexity and turbulence level of
the boundary layer airflow are increased by interacting with the surface
wave of the water film. This increased complexity of airflow increases
the uncertainty in the development of the wind-driven water film flow
in turn. Second, as the number of predicted time steps k increases, the
possible types of the development of the wind-driven water film
increase dramatically, widening the gap between the current film pat-
tern and the predicted future film pattern. The dataset’s sampling fre-
quency used in the present study is 30Hz (i.e., the time step equals
0.033 s). With k¼ 10, the model can predict the FTD in the next 0.33 s.

Based on the experimental investigation of the dynamic icing process
over the surface of a NACA0012 airfoil model,52 the ice accretion
caused by runback water rivulet can move about 20% airfoil chord
length (i.e., the airfoil chord length being 152.4mm) toward the trailing
edge in 0.33 s under a glaze ice condition of LWC¼ 4.0 g/m3,
T1¼�8.0 �C, and V1¼ 50m/s. As a result, the current model has
the potential to predict large changes in ice accretion and enable the
icing protection system to be activated in advance to mitigate ice for-
mation and accretion on airfoil/wing surfaces.

The contour of the distribution of MAE is presented in Fig. 10(b)
to expand the case dimension of the ReLU curve in Fig. 10(a). While
the horizontal axis represents the tested case, the vertical axis repre-
sents the number of predicted time steps k, and the value of MAE col-
ors the map. Similar to Fig. 10(a), each case’s MAE increases with the
number of predicted steps. Interestingly, cases #2 and #4 have a low
error at every k, indicating that the models tested on these cases have
uniform accuracy regardless of k. Our explanation for this phenome-
non is that the flow features of the two cases may also be contained in
their corresponding training set. For the other four cases, when k¼ 5,
the MAEs were found to be less than the measurement uncertainty
of the experimental data (i.e., � 0.02mm). When k¼ 10, the MAEs
have the same order of magnitude as the measurement uncertainty.

FIG. 9. Evaluation of the predicted film thickness for (a) case #1 (Q¼ 100ml/min and V1 ¼ 10m/s) at t¼ 4.60 s; (b) case #2 (Q¼ 100ml/min and V1 ¼ 15 m/s) at t¼ 1.80
s; and (c) case #5 (Q¼ 200ml/min and V1 ¼ 15 m/s) at t¼ 1.07 s.
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These results indicate that the proposed ConvLSTM-AutoEncoder
model has a high degree of generalizability.

In order to evaluate the model’s performance on temporal char-
acteristics prediction, a point (i.e., at W/D¼�0.37 and L/D¼ 0.40) in
the flow field was arbitrarily selected to reveal evolution characteristics
of the water film thickness at that point for case #1 (i.e., Q¼ 100ml/
min and V1¼ 10m/s) with k¼ 1, 5, and 10 in Figs. 11(a)–11(c).

The results of other points and other cases were found to have very
similar features as this sample point, so only the results at this arbi-
trarily selected point were illustrated here for brevity. As shown in
Figs. 11(a)–11(c), one of the fronts of the water film/rivulet flow
reached the point of W/D¼�0.37 and L/D¼ 0.40 around t¼ 1.6 s,
after which the water film thickness was found to increase rapidly
from 0 to around 1.8mm and then oscillated around 1.8mm.

FIG. 10. The dependence of the prediction error on the number of predicted steps. (a) Comparison of AMAE of three different activation functions with respect to the number
of predicted steps. (b) The contour map of the MAE distribution with respect to the number of predicted steps and the case number.

FIG. 11. Comparing the time sequences of the thickness between the experimental data and model prediction at a sample point of W/D¼ –0.37 and L/D¼ 0.40 for the tested
case #1 (Q¼ 100ml/min and V1 ¼ 10 m/s) with different numbers of predicted time steps k. (a)–(c) are film thickness time series of the sample point when the number of pre-
dicted time steps is k¼ 1, k¼ 5, and k¼ 10, respectively. (d)–(f) are the probability density function (PDF) of the film thickness time series of the sample point when the num-
ber of predicted time steps is k¼ 1, k¼ 5, and k¼ 10, respectively.
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This trend was captured by all the predictions with k¼ 1, 5, and 10,
but with varying degrees of accuracy. To assess the accuracy of the pre-
dictions more clearly, the probability density functions (P.D.F) of the
time series at the sample point were calculated, which are shown in
Figs. 11(d)–11(f). When the film thickness is between 0 and 2.0mm,
the P.D.F of all three models (k¼ 1, 5, and 10) agrees with the experi-
mental data well. For thicknesses greater than 2.0mm, the discrepancy
between the P.D.F of the model and that of the experimental data
grows as the thickness increases. Because the highest thickness in case
#1 is greater than that of other cases in the training dataset, this dispar-
ity grows as k increases, implying that the model’s accuracy degrades
primarily due to the error in predicting the bigger film thickness.

To increase the interpretability of the proposed ConvLSTM-
AutoEncoder model, the intermediate feature maps of the second,
fourth, sixth, and eighth convolutional layers are given in Fig. 12 to
illustrate how the neural network performs prediction tasks. The sec-
ond and fourth convolutional layers are before the ConvLSTM layer,
while the sixth and eighth convolutional layers are after the
ConvLSTM layer. The feature maps depicted in Fig. 12 were chosen
because the average intensity is the highest among the feature maps in
their respective convolutional layers. Inputs to the model are a
sequence of film thickness distributions from t¼ 0.367 to t¼ 0.66 s;
however, for simplicity, only the last FTD (t¼ 0.66 s) of the input
series is shown in Fig. 12. The model’s output is at t¼ 0.7 s for k¼ 1.
The model’s output is at t¼ 0.83 s for k¼ 5. The intensity of the fea-
ture maps is positive because the activation function used in this study
is the rectified linear unit (ReLU). So, the greater the intensity, the
greater the interest. The feature maps of the second and fourth convo-
lutional layers show more interest in the shape of the water film in the
last FTD of the input time series. The fourth convolutional layer’s res-
olution is less than that of the second convolutional layer because the
dimensions in the encoder structure are reduced to focus on critical
features. The ConvLSTM is trained to learn the spatial-temporal map-
ping relationship between two successive thickness distributions with
given k. The trend of shape/thickness change in the input FTD snap-
shots will be selectively learned by the ConvLSTM and be applied to
the feature maps in the fourth convolutional layer, forming the feature
maps in the sixth convolutional layer. As a result, based on the

ConvLSTM, the high-density pixels in the sixth and eighth convolu-
tional layers’ feature maps show more interest in the change in the
shape/thickness of the water film, precisely the difference between the
shape/thickness of the water film in future time steps and that in previ-
ous steps. The feature maps in the sixth convolutional layer are in low
resolution and show the possible shape/thickness change area. In the
eighth convolutional layer, some high-density areas in the sixth are
abandoned, while others are strengthened by the optimized kernels in
the eighth convolutional layer. Noteworthy here is that the sixth and
eighth convolutional layers contain not only the feature maps with
shape/thickness change information but also the feature maps with the
shape/thickness information of input snapshots, like those in the
fourth convolutional layer feature map. By combining the initial shape
and the shape change of the water film, the output layer of ConvLSTM
generates the final shape profile of the water film. A larger k leads to a
larger shape change in the eighth convolutional layer, causing the
water film to cover more area, as shown in Fig. 12. This indicates that
the model is capable of predicting a longer future with a larger k value.

3. The robustness of the ConvLSTM-AutoEncoder
against noisy inputs

The measurements from experimental techniques usually contain
unavoidable noises. To assess the robustness of the proposed model
against noises in the input sequence of FTDs, the Gaussian noise An
was added to the input sequence of FTDs by Tnoise¼ Tþ An, where n
is the Gaussian noise, A is the amplitude of the noise, T is the original
input sequence of FTDs, and Tnoise is the noisy input sequence of
FTDs. Because our thickness data are measured in millimeters, the
unit of the Gaussian noise amplitude A is a millimeter. Assume that
the letter e represents the experimental dataset’s uncertainty level,
which is 0.02mm. In this study, four noise levels, A¼ 0.02mm (100%
e), A¼ 0.05mm (250% e), A¼ 0.1mm (500% e), and A¼ 0.15mm
(750% e), are selected. The noisy FTD sequence of each tested case
was fed into the corresponding trained model and evaluated the mod-
els’ performance using the AMAE metric. In Fig. 13, the AMAEs of
the model with different noise amplitudes and different k are com-
pared to evaluate the robustness of the model. It is worth noting that

FIG. 12. Comparison of case #4’s latent feature maps before the ConvLSTM layer (i.e., the second and the fourth Conv2D layer) and after the ConvLSTM layer (i.e., the sixth
and the eighth Conv2D layer). (a) The evolution of the latent feature maps in the model with k¼ 1. (b) The evolution of the latent feature maps in the model with k¼ 5.
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the AMAEs grew slowly until the noise amplitude exceeded 0.05mm.
In other words, the proposed ConvLSTM-AutoEncoder model can
effectively resist the noise introduced by the DIP system used to collect
the experimental WDRWF data, which has an uncertainty measure-
ment of about 0.02mm. This assessment has the potential to serve as a
benchmark for the application of the model in experimental research.

The predicted thickness distribution of two tested cases (i.e., case
#1 and case #5) with different amplitudes of noisy inputs is shown in
Fig. 14. For clarity, only the prediction with k¼ 1 is shown in Fig. 14,
which corresponds to the red line in Fig. 13. When A¼ 0.02mm, the
predictions agree well with the experimental data. When
A¼ 0.05mm, the majority of the thickness distribution has no signifi-
cant difference from the true data, except for one spot of non-zero
thickness in the downstream region. It is caused by the noise in the

input FTDs. When A¼ 0.10mm, some thin-thickness regions cannot
be correctly predicted, as illustrated in Fig. 14(d).

IV. CONCLUSIONS

In the present study, machine learning methods are used for the
first time to predict the time evolution of the front contact point
(FCP) and film thickness distribution (FTD) of wind-driven runback
water film (WDRWF) flows. For the FCP prediction, a comparative
study is conducted to evaluate the performances of LightGBM and
MLP models under different test conditions with varying freestream
wind speeds and water flow rates. LightGBM is found to perform well
in capturing intermittent behavior of film/rivulet head, while MLP is
good at predicting smooth trajectories of WDRWF flows.

For FTD prediction, a computationally efficient deep neural net-
work architecture called ConvLSTM-AutoEncoder is built to forecast
the complicated spatial-temporal development of the multiphase
WDRWF flow. The error of the model is found to be in the same order
as the measurement uncertainty. The model is approved to be capable
of accurately predicting the FTD in the next k¼ 10 time steps. The
underlying mechanisms of the model are interpreted by analyzing the
latent feature maps. The model is also demonstrated to be robust to
real-world experimental applications. The model is generalizable to
predict unobserved FTDs that have very different features from the
training set. Based on the computational efficiency, generalizability,
and robustness, the proposed model is an attractive alternative
approach to traditional analytical and numerical approaches for real-
world multiphase WDRWF flow, for which no exact numerical and
analytical solutions exist. In the future, the model will be used to pre-
dict the evolution of ice accretion on airfoil surfaces generated by run-
back water film flow under glaze icing conditions. Based on the
model’s prediction, an active flow control strategy will be explored in
the future to switch on/off active ice protection systems in advance for
effective aircraft icing mitigation. In addition, the model’s capability of
predicting very large k (e.g., k> 10) will also be explored to expand the
model’s scope of application.

FIG. 13. Comparison of the robustness against noise of the ConvLSTM-
AutoEncoder model with k¼ 1, 5, and 10.

FIG. 14. Comparison of the outputs of the ConvLSTM-AutoEncoder model of cases #1 and case #5 with the noise magnitude of (b) A¼ 0.02, (c) A¼ 0.05, and
(d) A¼ 0.10 mm. (a) The corresponding experimental data for reference, where the FTD of case #1 is taken at t¼ 4.60 s and that of case #5 is taken at t¼ 0.87 s.
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